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Introduction
Interactions of biological macromolecules in aqueous solution are generally complex and depend on a 
number of environmental parameters including concentration, valence of salt ions, pH, and temperature. 
These complex interactions lead to a very rich phase diagram that is crucial to our understanding of protein 
crystallization [1–3], protein condensation-related diseases [1–7], as well as the phase behavior of the cyto-
plasm in the cell [8–10]. This research field stands where physics and biology must meet. In particular, 
despite the importance of protein crystallization, our understanding of the physical mechanisms underlying 
this process is still limited.

Electrostatic interactions are ubiquitous in colloidal, polyelectrolyte, and biological systems, which deter-
mine, inter alia, their stability, phase behavior, gene storage and replication of DNA, and the specific interac-
tions of enzymes in vivo [11–13]. Increased interest in this field in the last few decades is in part due to the 
like-charge attraction observed in various systems of soft matter [14–16]. Theoretical studies and computer 
simulations have revealed that the electrostatic correlations of multivalent ions can lead to macroion aggrega-
tion [17–23]. A phase diagram with a phase separation region, i.e., molecular aggregates around the isoelectric 
point of the macroion with a subsequent restabilization, and redissolution upon further increasing salt con-
centration, called reentrant condensation, was predicted [20]. Reentrant phase transitions in multicomponent 
liquid mixtures haves been intensively studied (see review [24]). Reentrant condensation phenomena of poly-
electrolyte and DNA in the presence of multivalent counterions are typical examples [17, 25–39].

Proteins are a special type of polyelectrolytes. In contrast to DNA or conventional colloidal systems, both 
positive and negative charges coexist simultaneously on the surface. Generally, a more complex and more 
heterogeneous charge pattern prevails, giving rise to significant differences in the interactions. Moreover, 
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globular proteins exhibit a different shape compared to DNA and conventional colloids. The complex surface 
charge pattern together with various other interactions, such as hydrophobic interaction and hydration, make 
the phase behavior of protein solutions more complex [2, 4]. This complicates the theory immensely, and 
therefore a general description for the reentrant condensation of proteins has yet to be found. Understand-
ing the mechanisms of these protein condensation-related phenomena (crystallization, diseases, and phase 
transition in cell) strongly depend on the progress in the quantitative characterization of protein interactions 
under various conditions. While the development of biochemistry provides structural information on the 
proteins involved in degenerative condensation effects, it is still a long way from understanding structure to 
fully understanding the nature and mechanism of self-organization processes. A comprehensive understand-
ing leading to the ability to tune protein interactions in solution and alter their phase behavior is essential in 
order to move forward.

In the last few years, we have studied the effect of charges in protein solutions on both static [16, 40–47] 
and dynamic behavior [48–51]. Metal ions play a very important role in the function of biological systems. 
In recent years, trivalent metal ions have been used for fast determination of 3D protein structure, contrast 
agents in magnetic resonance imaging, and biological labeling. In particular, the paramagnetism of the lan-
thanide ions offers outstanding opportunities for protein structure determination by NMR spectroscopy [52]. 
The work summarized here will focus on experimental findings and general concepts and will show that 
these trivalent metal ions provide an efficient way to tune interactions in protein solutions. One application 
is the optimization of the conditions for obtaining high-quality protein single crystals for structural biology.

Reentrant condensation in protein solutions
Reentrant condensation (RC) (Fig. 1) discussed in this paper describes a type of phase behavior in solutions 
of proteins, DNA, polyelectrolytes, or colloids in the presence of multivalent ions. The corresponding phase 
diagram such as shown in Fig. 1 contains a phase separation region in between two critical salt concentra-
tions. The first protein–salt system observed experimentally with RC behavior was bovine serum albumin 
(BSA) in the presence of yttrium chloride (YCl3) [16]. The experimental observation of BSA with YCl3 shows 
that for a given protein concentration, with increasing salt concentrations, the solution becomes turbid above 
a critical salt concentration, c*. Upon further increasing the salt concentration, the condensed phase is grad-
ually redissolved and the solution becomes clear again above c**. This observation is further confirmed by 
the transmission measurement of a series of samples at a constant protein concentration as a function of 
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Fig. 1 Scheme for phase behavior of protein solutions in the presence of trivalent salts. Two critical salt concentrations, c* and 
c**, divide the isothermal (cs, cp) plane into three regimes that correspond to a reentrant condensation (RC) phase behavior. 
Within the condensed regime, LLPS occurs in a closed area (yellow ellipsoid). The dashed line corresponds to a tie-line of a pair 
of solutions after LLPS. Note the protein and salt concentration is given on a logarithmic scale. The charge state of the protein 
along the dashed arrow is further depicted in the left panel: initially, negatively charged proteins undergo a charge inversion 
with increasing cs.
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salt concentration. The evolution of transmission intensity clearly shows a fairly abrupt phase separation 
approaching c* and a subsequent increase of intensity (reentrant condensation) upon further increasing 
the salt concentration. In addition, computer simulations of the surface charge of BSA as a function of Y(III) 
concentration also suggest that the surface-exposed side chains of BSA undergo an effective charge inversion 
over the Y(III) concentration range considered in our experiments, which will obviously modulate the electro-
static interactions. Both c* and c** show in a broad concentration range an approximately linear relationship 
with respect to the protein concentration, cp. The linear relationship for c* can be understood by assuming 
a near-quantitative binding of the ions to the exposed acidic side chains. In this simple model, the exposed 
side chains are increasingly saturated with trivalent ions binding to them. With this, the number of ions con-
densed on the surface of a protein for protein condensation and redissolution can be determined from the 
phase diagram [16, 45].

Further experiments using a number of proteins, such as human serum albumin (HSA), β-lactoglobulin 
(BLG), ovalbumin, and lysozyme and different multivalent salts including LaCl3, FeCl3, AlCl3, and spermine 
chloride (SpeCl4) have further clarified the picture. Firstly, the trivalent metal salts cause RC for all proteins 
tested except lysozyme. Secondly, lysozyme does not show RC with any salt. Thirdly, SpeCl4, a very efficient 
condensation agent for DNA and polyelectrolytes [25], does not induce RC for protein solutions. This may be 
simply due to the low charge density, i.e., the charges are so widely spread that they effectively act as singly 
charged counterions and hence bind nonspecifically. It is worth noting that LaCl3 exhibits a phase diagram 
very similar to YCl3, but different from FeCl3 and AlCl3. Proteins with FeCl3 and AlCl3 exhibit a very narrow 
condensed regime (in comparison to YCl3). This behavior is due to the hydrolysis of Fe(III) and Al(III), result-
ing in a lower pH of the solution [40, 45].

We have demonstrated, using spectroscopic techniques, that the secondary structures of the proteins are 
conserved in the reentrant regime in the presence of multivalent metal ions. Fourier transform infrared spec-
troscopy (FTIR) measurements indicate that the amide I and amide II bands of the proteins do not change 
upon mixing with trivalent metal ions, and circular dichroism (CD) spectroscopy measurements show that 
the CD spectra in the range of 200–250 nm for protein solutions with various salt concentrations overlap with 
that without salt addition. These two techniques both show that the protein secondary structure is preserved 
in the presence of metal ions in solution, indicating that the interaction of the metal ions with proteins does 
not change the native structure of the protein [45, 46].

It is important to realize at this point that the driving mechanism of the reentrant condensation cannot 
be explained by the Derjaguin–Landau–Verwey–Overbeek (DLVO) theory for colloidal suspensions. Further-
more, although salt effects are key for the observed behavior, the reentrant behavior implies that the con-
ventional approaches for salt-induced protein interactions, namely, the Hofmeister effect or salting-in and 
salting-out, cannot contribute a consistent picture of the physical mechanisms discussed here.

Physical mechanism of reentrant condensation phase behavior

The central mechanism during RC is charge inversion, as supported by Monte Carlo simulations initially and 
further demonstrated experimentally by electrophoretic mobility measurements [16, 40, 45]. Electrophoretic 
mobility was used to monitor the zeta-potential of proteins as a function of cs. Zeta-potential (ζ) distributions 
for protein solutions as a function of cs are narrow and shift continuously to positive surface potential. The 
plots of ζ~cs for several proteins show a general transition from negative to positive ζ values, indicating an 
effective charge inversion of proteins (Fig. 1, right panel). The comparison between simulations and experi-
mental ζ data reveals two main features: The functional form of the ζ and the effective protein charge exhibit 
similar shapes. Both ζ and the effective protein charge become zero at about the same salt concentration. The 
point of zero charge depends on the protein concentration: An increase in protein concentration is accom-
panied by a shift to a higher salt concentration. This behavior is directly implied in the theoretical concept 
and is reproduced by simulations. RC is due to an effective charge inversion of proteins with increasing salt 
concentration. At low salt concentration, proteins are still negatively charged and the long range electro-
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static repulsion stabilizes the solution. Increasing the salt concentration, positive metal ions are bound to the 
protein surface and neutralize the surface charge, until eventually the repulsion vanishes and proteins start 
to aggregate. Upon further increase of the salt concentration, more and more positive metal ions are bound to 
the protein surface, and the overall charge on the protein surface becomes positive. A recent study by Kubick-
ova et al. [53] on the overcharging in biological systems also shows the reversal of electrophoretic mobility of 
aqueous polyaspartate by multivalent cations. The charge reversal as an extreme case of charge compensa-
tion is directly observed by capillary electrophoresis for a negatively charged peptide in aqueous solutions 
of La(III). Atomistic and coarse-grained simulations provide molecular interpretation of this effect, showing 
that it is largely of electrostatic origin with a minor contribution of chemical specificity of the salt ions.

The RC phase behavior in the presence of Fe(III) and Al(III) show a much narrower phase-separated 
regime when compared to Y(III). The differences between these salts can be explained by the interplay of pH 
effects and binding of the multivalent ions. The significant contribution of pH changes caused by the hydroly-
sis process has to be taken into account to understand the phase behavior. An analytical model has been 
proposed to take into account ion condensation, metal ion hydrolysis, and interaction with charged amino 
acid side chains on the protein surface, which reproduces the RC phase behavior established experimentally 
[40]. Nevertheless, we emphasize that the central effect is the multivalent salt, which can be quantitatively 
modified by other parameters, such as pH.

We remark that the strongly correlated liquid (SCL) theory has been employed to explain the charge inver-
sion phenomenon in DNA and polyelectrolyte condensation [17]. In this theory a coupling parameter, Γ, is 
defined which allows systems that can undergo RC (Γ  > 2) to be distinguished from those that cannot (Γ  < 2). 
While this concept has been very fruitful for certain systems [17, 23], the situation is fundamentally different 
in the case of proteins. The length scales of ion size, ionic screening, and charge variance on the surface of 
the protein are all of the same order, rendering not only the validity of mean-field theories but also the appli-
cability of SCL theory questionable. Furthermore, experimental results strongly support the idea of localized 
binding of the highly charged ions to several discrete spots on the protein surface. In this model, the bound 
ions cannot freely arrange on the surface. Hence, the average distance of the discrete ions should fail to 
describe the charge pattern sufficiently well. Nevertheless, it is noted that a naive application of SCL theory to 
our system can still be performed: Approximating the proteins as uniformly charged spheres with a suitable 
radius derived from their crystal structures allows a simple computation of the coupling parameter. Such an 
analysis indeed shows that approximately 95 % of all negatively charged proteins in the PDB would exhibit 
Γ  > 2 in this model [45].

Liquid–liquid phase separation in protein solutions
The RC behavior in protein solutions induced by multivalent metal ions opens a new way to tune the phase 
behavior of protein solutions. A rich phase behavior has been observed and explored. Within the condensed 
regime, the condensed protein phase can consist of amorphous clusters, crystals, and, more interestingly, a 
dense liquid phase.

Temperature-induced liquid–liquid phase separation (LLPS) in aqueous protein solutions (lysozyme in 
salt water) was first reported by Ishimoto and Tanaka [54]. The concentration-dependent cloud-point tem-
perature was measured as a coexistence curve for liquid–liquid phase equilibrium. The LLPS behavior was 
further confirmed by the experimental observation of two clear bulk liquid phases separated by a sharp 
meniscus in lysozyme-water solutions under a variety of conditions. The effects of several parameters, such 
as ionic strength, the nature of salt, pH, on the LLPS of the lysozyme–water system have been studied [55–59]. 
Since then, many results were reported of LLPS in protein solutions and further proteins were reported to 
show LLPS behavior. Benedek and co-workers discovered and studied the LLPS of the lens γ-crystallin family 
in detail [55, 60–64]. The phase separation of both protein–water binary and ternary mixtures were inves-
tigated for a deeper understanding of the formation of cataracts [65]. LLPS of hemoglobin variants (HbS, 
HbA, and HbC) from normal and sickle cells was studied, which was believed to be closely related to the 

Bereitgestellt von | Universitätsbibliothek Tübingen
Angemeldet | 134.2.182.94

Heruntergeladen am | 18.03.14 13:50



F. Zhang et al.: Tuning protein interactions by metal ions      195

pathogenic event for sickle cell anemia [66–68]. LLPS behavior of other proteins such as BPTI [69], glucose 
isomerase [70] has also been reported. However, fewer than 20 proteins have been studied so far mainly 
due to the inaccessible temperature range [71, 72]. A mean-field theory of Gibbs free energy has been pro-
posed by Benedek and co-workers to describe the equilibrium conditions for the coexistence of two phases 
in multicomponent protein–water solution. In the case of ternary solutions of similar proteins, it is possible 
to analytically describe the coexistence surface, provided the coexistence curves of the binary solutions are 
known [73].

LLPS in protein solutions can be enhanced by adding nonabsorbing polymer, such as polyethylene 
(PEG). Adding PEG can significantly enhance the attraction via the depletion mechanism [74, 75]. Kulkarni 
et  al. showed that when the PEG is larger than protein molecules, the concentration fluctuation of PEG 
strongly affects the interaction between molecules [76]. Systematic studies of the effect of PEG on the LLPS 
of γD-crystallin, one of the eye lens proteins, show that the transition temperature increases with both PEG 
concentration and molecular weight [71]. By this method, the LLPS of γS-crystallin was successfully observed 
in the experimental temperature window (–10 to 40°C), which otherwise would occur at –28°C [72]. LLPS 
of binary protein–water systems may not be directly observable mainly because of the limited temperature 
window. The increase of the transition temperature is due to the enhanced attraction between protein mol-
ecules by adding PEG. The experiments with PEG can be used to adjust the location of the phase boundaries 
of the binary systems. On the other hand, bio-macromolecular crystallographers have long known that such 
a liquid phase can be readily observed in many crystallization experiments either prior to the appearance 
of visible crystals, or directly participating in the crystal growth process [77]. Ray Jr., for example, described 
protein rich droplets, which were formed when PEG was added to a concentrated protein–salt solution and 
subsequent crystallization was followed by optical microscopy [78]. It was found that the protein crystals 
appeared to nucleate at the surface (not within) the droplets, and grow into the protein-poor phase. Impor-
tantly, experimental observations also suggest that the liquid–liquid coexistence phases are metastable. Over 
time, they decay to aggregates, gels, or crystals [56, 58, 66].

Recent studies indicate that LLPS also occurs in several pharmaceutical antibodies [79–85]. Such protein 
condensation behavior may impact the biological activity, storage stability, and safety of protein therapeu-
tics. Experimental observations indicate that the LLPS of antibody solutions depends on the ionic strength, 
pH, and type of salts. Wang et al. performed a detailed study on the LLPS of a monoclonal antibody, IgG2 [84]. 
Interestingly, the phase diagram gives a rather low critical volume fraction of 6.3 % in comparison with the 
spherical particle solutions, where the critical volume fraction varies from 13 to 23 %. This observation has 
been attributed to the extended Y-like shape of antibody molecules.

The physical origin of metastable LLPS in protein and colloidal system

Detailed studies on lysozyme and γ-crystallins lead to the complete phase diagram in the temperature-vol-
ume fraction (T, φ) plane [56, 58, 60, 62, 63, 86]. In spite of the differences in size, structure, and biological 
functions of these proteins, they share a similar phase diagram. The typical features of their phase diagram 
are that there is no triple point and a metastable liquid–liquid coexistence curve exists below the solubility 
line (Fig. 2b). The phase behavior is significantly different from that of atomic liquids, such as argon, where 
the critical point lies above the triple point, indicating the presence of a stable liquid phase. Key ingredients 
to rationalize the different types of phase behavior and the connection between phase diagrams and the 
effective interaction potential U(r) (Fig. 2a) are the range of U(r) relative to the size of the particles and its 
depth, which we will discuss in the following.

To explain the LLPS phase behavior as well as the experimentally established phase diagrams of pro-
teins and colloid systems, many theoretical and simulation studies have been performed. Rosenbaum et al. 
have shown that the crystallization curves for a number of globular protein solutions are similar to those 
predicted by simulations for a system of hard spheres with a short-range attractive Yukawa potential [86, 
87]. Asherie et al. performed a combined analytic and computational study on the phase diagram of colloids 
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[88]. Their study reveals that the interaction range plays a significant role in determining the structure of the 
phase diagram. A short-range attraction, i.e., the interaction range smaller than ~25 % of the diameter of 
particles, corresponds to the existence of the meta-stable LLPS in protein and colloid systems. Simulations 
and theoretical studies also support that a short-range attraction leads to the metastable LLPS [89, 90]. By 
comparing existing protein crystallization data with knowledge of a model colloid–polymer mixture, where 
the attraction range as well as strength between colloids can be tuned by varying the molecular weight and 
concentration of nonabsorbing polymer, Poon suggested a hidden gas–liquid bimodal inside the equilibrium 
fluid–crystal region of the phase diagram [75]. It is now well accepted that the phase behavior of colloid–
polymer mixtures and of protein solutions can be interpreted using a simple model of hard sphere with short-
range attraction (Fig. 2a). While such a model qualitatively describes the generic phase diagram, it fails to 
explain the fact that the model predicts the LLPS in the metastable regime below the curve of dynamical 
arrest. To solve this problem, Noro et al. proposed that additional long-range attraction may exist in these 
systems. Such attractions can shift the liquid–liquid critical point out of the gel region, and that may play an 
important role in protein crystallization [91].

In addition to the spherically symmetric short-range attraction that accounts for the metastable LLPS in 
the colloidal systems, theoretical and numerical studies on a patchy model suggest that LLPS can also occur 
by reducing the number of sticky sites [92–95]. The patchy model describes particles decorated on the surface 
by a predefined number of attractive sticky sites. Interestingly, the phase diagram of patchy colloidal parti-
cles shows that the critical point can shift to very low volume fractions with reducing the number of sticky 
sites. While for colloids with spherically symmetric attraction increasing the range of the attractive potential 
shifts the critical point to a lower volume fraction [92, 94, 95], this shift occurs in patchy particle systems by 
reducing the number of patches since the attraction can be saturated at lower volume fractions.

Liquid–liquid phase separation in protein solutions induced by multivalent metal 
ions

A metastable LLPS in protein aqueous solution induced by multivalent metal ions at room temperature has 
been demonstrated in our lab [41]. As shown in Fig. 1, LLPS occurs within a closed area (yellow ellipsoid 
area) in the condensed regime. For example, HSA, which is a medium-size globular protein very abundant in 
blood with a molecular weight of 67 kDa, shows LLPS in the presence of YCl3. The sample solution prepared 
at the condensed regime II is initially turbid. Closer examination by optical microscopy reveals tiny droplets 
of the protein-rich phase suspended in solution. They can merge and grow, indicating a LLPS. A similar LLPS 
induced by YCl3 is also observed in BSA and β-lactoglobulin solutions [44]. Thus, LLPS can be considered to 
be a rather universal phenomenon for negatively charged proteins in the presence of trivalent salts.

The partitioning of both salt and protein into two coexisting phases can be determined by X-ray and UV 
light absorption. In Fig. 1, the pairs of coexisting phases connected by a dashed tie-line define the coexist-
ence region (yellow ellipsoid area) where the LLPS occurs in the cp~cs plane within Regime II. The condensed 
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Fig. 2 (a) A square-well potential existed in protein and colloidal system. When the attractive well-width, Δ, is significantly 
smaller than the diameter of the particle, σ, (Δ/σ < 0.25), the phase behavior can be described by the phase diagram (b). The 
typical feature of the phase diagram is a metastable liquid–liquid coexistence (L+L) below the gas–crystal line (G+C).
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phase of Regime II outside the LLPS is populated with protein clusters in the low cp region or gel in the high cp 
region. It was observed that over long times, the dense liquid phase eventually becomes gel-like and crystals 
can grow from the dilute phase. This observation suggests the metastability of the coexistence liquid phases, 
i.e., the free energy of the dense liquid phase is lower than that of the initial solution, whereas it is higher 
than that of the solid state. The metastability of the LLPS induced by multivalent counterions is similar to the 
thermally driven LLPS in concentrated protein solutions, such as lysozyme and γ-crystallins. Further studies 
using small-angle X-ray scattering (SAXS) reveal that the structure factor provides direct evidence for a short-
range attraction, which leads to the metastability of the LLPS. A physical mechanism based on the reduced 
second virial coefficient has been proposed as an indicator for LLPS. In general, theory on the effective one-
component system predicts that HS

2 2 1.5B / B <  is required for LLPS (where HS
2B  is the excluded volume contri-

bution from a hard sphere) [96–99]. This criterion has been tested in several systems, including hard spheres 
and mixtures of hard sphere with polymers. The effective interactions in HSA-YCl3 systems near the boundary 
of LLPS have been determined by SAXS. Using a square-well potential (Fig. 2a), the B2 values are obtained, 
which fit to the theoretical prediction [41].

Protein crystallization: classical vs. non-classical pathway
The rich phase behavior of protein solution in the presence of multivalent metal ions and the physical under-
standing based on colloidal theory provide a consistent framework in predicting and optimizing conditions 
for protein crystallization.

The classical nucleation theory (CNT) describes the free energy cost, ΔG, for forming a nucleus of radius 
R: ΔG = (4/3)πR3ρΔ μ+4πR2γ, where ρ is the number density of the crystal, γ is the crystal–liquid interfacial 
free energy, and Δ μ = μc–μl is the difference in chemical potential of the crystal and the liquid. The first term 
expresses the fact that the crystal is more stable than the supersaturated liquid because the sign of Δμ is 
negative, and the second term describes the free-energy cost by creating a crystal–liquid interface [3, 100]. 
The typical free energy landscape (Fig. 3a) shows one energy barrier in between the supersaturated solution 
and the final crystalline state. While the CNT is widely used to describe various first-order phase transi-
tion phenomena, the following limitations become important when applied to more complex systems, such 
as proteins [101]. CNT predicts the critical nucleus as a spherical droplet with a sharp interface. However, 
using confocal microscopy, Gasser et al. have observed elliptical nuclei [102]. Yau and Vekilov observed a 
quasi-planar nucleus in apoferritin crystallization [103]. Furthermore, the size dependence of the surface free 
energy is neglected in the CNT, which leads to a large discrepancy between simulations and experiment [100]. 
Recent progress in protein and colloid crystallization as well as biomineralization has shown non-classical 
features in the early stage of nucleation [104, 105]. While the CNT predicts that the solute molecules reversibly 
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Fig. 3 Free energy landscape of classical (a) vs. non-classical pathway (b) of nucleation. ΔGS-I in (b) represents the free energy 
difference between the intermediate state and the initial supersaturated solution. Figure 3B is adapted and modified from 
ref. [111].
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aggregate in the supersaturated solution and form nuclei with the exact density and structure of the crystals 
in the final stage, the non-classical pathway suggests an intermediate phase (clusters or dense liquid phase) 
to exist in between the initial solution and the final crystalline state [106]. The free energy landscapes of the 
non-classical pathway show an additional free energy minimum (Fig. 3b) corresponding to the intermedi-
ate phase. If the free energy of the intermediate phase is higher than that of the initial solution (top curve in  
Fig. 3b), it is unstable with respect to the initial solution and the intermediate phase exists as mesoscopic 
clusters. If the free energy of the intermediate phase is lower than that of the initial solution (bottom curve in 
Fig. 3b), then the metastable phase can be a dense liquid phase [105].

A “two-step” growth model related to the short-range attraction in protein and colloid systems was 
first predicted in theory by ten Wolde and Frenkel in 1997 [90]. As shown in Fig. 2b, such systems have a 
metastable LLPS that alters both the equilibrium phase diagram and the crystal nucleation behavior. When 
approaching the metastable critical point, the critical nucleus first forms highly disordered, liquid-like 
droplets that eventually turn into crystalline material [90]. Theoretical considerations also suggest that the 
density fluctuation in protein or colloidal solutions could enhance nucleation events near the metastable 
liquid–liquid coexistence curve [56, 89, 107–111]. Separation of order parameters is the key point for the non-
classical pathway of protein crystallization. The two-order parameters, density, and structure do not neces-
sarily develop simultaneously.

The two-step mechanism of nucleation has been experimentally observed for several proteins under 
certain conditions. Galkin and Vekilov performed a systematic study on the kinetics of homogeneous nuclea-
tion of lysozyme crystals [57, 111, 112]. This mechanism suggests that the nucleation rate can be controlled 
either by shifting the phase transition boundary, or by facilitating the structure fluctuation within a dense 
liquid phase [111]. This two-step crystallization has been reported for small molecules, such as amino acid, 
calcium carbonate [113], polymers [114, 115], and DNA-functionalized nanoparticles [116]. The two-step mech-
anism following a metastable LLPS suggests that the nucleation occurs within the dense liquid phase instead 
of the dilute phase [90, 105, 108]. Because the surface free energy at the interface between the crystal and the 
solution is significantly higher than at the interface between the crystal and the dense liquid, the barrier for 
nucleation of crystals from the solution would be much higher. This would lead to much slower nucleation 
of crystals directly from the solution than inside the dense liquid. While indeed some experimental observa-
tions are consistent with this prediction, e.g., for glucose isomerase and hemoglobin [67, 70], other observa-
tions show that crystallization prefers to start either at the interface or in the dilute phase [117]. While this has 
been often attributed to the high viscosity or gelation of the dense liquid phase, a clear understanding of the 
exact role of precursor structures such as protein clusters and the dense liquid phase is still missing.

Protein crystallization in the presence of multivalent metal ions

Understanding of protein crystallization is still a challenge: on the one hand, crystal structure determination 
of macromolecules is often hampered by the lack of crystals suitable for diffraction experiments. Much effort 
has been employed for optimizing conditions for growing high-quality protein single crystals. On the other 
hand, the early stage of crystallization, i.e., the nucleation process, is still not well understood. Instead of fol-
lowing the predications of the CNT, the crystal growth of proteins often follows non-classical pathways with 
an intermediate metastable phase transition as discussed above.

Based on the RC phase behavior, a protocol has been established to crystallize acidic proteins in the 
presence of yttrium chloride. For example, bovine β-lactoglobulin also exhibits the RC phase behavior 
with yttrium chloride. The crystallization condition can be further adjusted by temperature. Crystal growth 
strongly depends on the position in the phase diagram, and the best crystals grow near the phase transition 
boundaries. It was found that near c*, crystal growth follows the classical pathway, i.e., nucleation occurs 
from the homogeneous supersaturated solution followed by the growth. Near c**, the solution becomes 
turbid quickly after quenching to the crystallization temperature. After some time, tiny droplets or aggregates 
could be observed depending on the initial protein concentration. After that, crystals start to form and grow 
throughout the sample. Therefore, near c** we have a typical “two-step” growth process.
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The high-quality crystals have been analyzed using X-ray diffraction. The yttrium ions are not only used 
to engineer the crystallization, but are an integral part of the crystal lattice and can therefore be used to solve 
the phase problem using anomalous dispersion methods [44]. The structural analysis demonstrates the spe-
cific binding of yttrium ions to surface-exposed glutamate and aspartate side chains of different molecules in 
the crystal lattice. By bridging molecules in this manner, contacts between molecules are formed that enable 
the formation of a stable crystal lattice [44].

The two-step mechanism of BLG in solution with YCl3 using SAXS reveals a non-negligible effect of clus-
tering [43]. The protein clusters observed show interesting features with respect to crystallization, which 
make them suitable as building blocks for crystal formation. Firstly, the clusters have a precrystalline struc-
ture, since the cation binding sites represent specific interaction patches. These imprint a favorable structure, 
as suggested by the SAXS scattering curves of the clusters being simulated well using the clusters created 
from the crystal structure. Secondly, clusters seem to have an internal flexibility, as evidenced by the pro-
nounced monomer–monomer correlation peak in larger clusters. This flexibility enables local reorientation 
within the clusters, rendering the precrystalline structure of clusters to be an ideal building block for crystal-
lization, since the enthalpy cost of nucleation via local reorientation is much lower than for a hypothetical 
nucleation directly from a dimer in solution. Thirdly, the cluster size and its distribution varies throughout 
the phase diagram; in particular, the clusters grow when the solution conditions approaches the coexistence 
region. Large precrystalline clusters can serve as the precursor (stabilized nuclei) for further crystal growth, 
as recently observed in various systems [118–121].

Conclusions and outlook
Using trivalent metal ions, we discovered the reentrant condensation in protein solutions, which might 
be the normal behavior for acidic proteins. An analytical model has been developed for charge regula-
tion by taking into account ion condensation, metal ion hydrolysis, and interaction with charged amino 
acid side chains on the protein surface. Moreover, within the condensed regime, protein solutions can 
undergo metastable liquid–liquid phase separation, clustering, and protein crystallization, which further 
demonstrates the possibility to tune the interactions in protein solutions using charge. Furthermore, the 
application of this framework on protein crystallization have shown that the tunable phase behavior can 
be used to optimize the conditions for growth of high-quality protein single crystals, which can potentially  
be applied to all acidic proteins. Systematic studies on the nucleation and crystal growth kinetics under 
various conditions provide deep insight into the classical and non-classical pathways for protein crystal-
lization, such as a two-step crystallization via a metastable LLPS. The effect of tunable phase behavior in 
protein solutions using metal ions has potentially far-reaching consequences for a broad range of issues 
from protein crystallization to protein condensation-related diseases and the structural organization in 
living cells. It is worth noting that the development of this field is fast. New observations, such as cluster-
ing, gelation, or arrested phase separation in protein solutions and more complex phase behavior in cells, 
all point future research towards the understanding of more complex system in the cell, where multicom-
ponents interact with each other and phase separation leads to structural organization. Using multivalent 
charges as a control parameter, we are beginning to understand how the fundamental rules of molecular 
interactions at the atomic length scale propagate and control the structural formation, but there are still 
many open questions.
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