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ABSTRACT: Perylene-based organic semiconductors are
widely used in organic electronic devices. Here, we studied
the ultrafast excited-state dynamics in diindenoperylene (DIP)
and dicyanoperylene-bis(dicarboximide) (PDIR-CN2) thin
films, respectively, after optical excitation using femtosecond
(fs) time-resolved second harmonic generation in combina-
tion with large scale quantum chemical calculations. In DIP,
the initial optical excitation leads to the formation of
delocalized excitons, which localize on dimers on a ultrafast
time scale of <50−150 fs depending on the excitation energy.
In contrast, in PDIR-CN2, the optical excitation directly
generates localized excitons on monomers or dimers. In both
DIP and PDIR-CN2, localized excitons decay within hundreds
of fs into Frenkel-like trap sites. The relaxation to the ground state occurs in DIP on a time scale of 600 ± 110 ps. In PDIR-CN2,
this relaxation time is 1 order of magnitude faster (62 ± 1.8 ps). The differences in the exciton formation and decay dynamics in
DIP and PDIR-CN2 are attributed to differences in the aggregation as well as to the respective structural and energetic disorder
within the materials. Our study provides important insights into the exciton formation and decay dynamics in perylene-based
organic compounds, which is essential for the understanding of the photophysics of these molecules in thin films.

■ INTRODUCTION

Understanding photoinduced processes in thin films of
functionalized polycyclic aromatic molecules is a prerequisite
for the design of optoelectronic devices such as organic solar
cells or light emitting diodes.1−7 In organic solar cells,
separation of optically excited electron−hole pairs and long-
range charge transport play an important role for the
efficiency.2 Both are largely influenced by the film structure
and the molecular orientation at interfaces between electron
donor (D) and acceptor (A) molecules.8,9

To characterize the various photoinduced processes, which
take place on different time scales, sufficiently sensitive
methods are needed. While time-resolved photoluminescence
and transient absorption spectroscopy have been frequently
used to investigate the excited-state dynamics in organic films
ranging from the femtosecond (fs) to the nanosecond time
scale, fs time-resolved second harmonic generation (TR-SHG)
studies are less common.10−13 The SHG signal is generated by
the second-order nonlinear susceptibility of the sample and is
therefore especially sensitive to electronic excitations.14−16 For
centrosymmetric materials, the signal is dominated by surface
processes, since the bulk contributions vanish, which results in
the surface or interface sensitivity of this method.14−21 TR-

SHG spectroscopy has been applied, for instance, to investigate
the role of hot excitons on charge transfer (CT) yields at D/A
interfaces13 or to characterize the ultrafast decay dynamics of
excitons in diindenoperylene (DIP) thin films prepared at
room temperature (DIPRT) on sapphire and SiO2 substrates.

22

DIP is a perylene derivative (see Figure 1a) which plays an

Received: August 7, 2019
Revised: October 20, 2019
Published: October 22, 2019

Figure 1. Molecular structures of (a) DIP and (b) PDIR-CN2.
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important role as a donor material in organic semiconductor
devices.23−28 On the basis of the fs TR-SHG data obtained
from DIPRT films, it has been proposed that the initial optical
excitation induces the generation of delocalized excitons.
Depending on the excitation energy, they localize on a time
scale of 140 fs at an excitation energy of 2.03 eV and
approximately 20 fs for an excitation at 2.23 eV. Such
localizations are also known for other organic materials.29−31 A
drawback of the TR-SHG method is that the time-dependent
signal contains very little information about the character of
the involved states. Thus, the nature of the involved states in
DIP could not be fully determined, even taking into account
time-resolved photoluminescence and transient absorption
data.32

In the present study, we extend the scope to TR-SHG
measurements on DIP films prepared at low temperatures
(DIPLT) and to the electron acceptor N,N′-bis(2-ethylhexyl)-
1,7-dicyanoperylene-3,4:9,10-bis(dicarboximide) (PDIR-CN2,
see Figure 1b). The former is of interest in order to investigate
the influence of the film morphology (e.g., increased disorder
or decreased size of nucleation sites) on localization and
exciton transfer processes. While DIPRT forms highly ordered
films in which the molecules are arranged in a standing upright
(edge-on) geometry (σ-phase), DIPLT exhibits additional lying
down (face-on) domains, the λ-phase.25 On the other hand,
studying PDIR-CN2, a compound also widely used in organic
electronic devices,9,33−36 allows insights to be gained into the
influence of variations in both the electronic structure and the
film morphology on the ultrafast photoinduced processes.
Note that PDIR-CN2 films are less ordered compared to DIPRT
films.9

Previous investigations showed that reliable interpretation of
spectroscopic measurements necessitates input from theoreti-
cal simulations of the spectra because the overall shapes of the
measured spectra result from an intimate interplay of various
effects. Approaches based on the Frenkel−Holstein model
Hamiltonian37−41 have very successfully been used to interpret
the absorption spectra of perylene-based systems.42−44

However, for emission spectra, difficulties exist because the
parameters for the absorption may differ from the parameters
needed for the emission. Improvements of this approach were
suggested by Martińez and co-workers45 and Kühn and co-
workers.46,47 In the present work, we performed large scale
quantum chemical calculations on the energetics and the
characters of the involved states, using our dimer- or aggregate-
based approach.46 This approach has been proven to be
reliable for the investigations of the excited-state dynamics
after optical excitations of DIP and other substituted perylene
derivatives.48−51 Further information about exciton diffusion
processes in amorphous films is adopted from recent work on
DIP films and DIP−C60 interfaces.

52−54 Moreover, these data
are combined with experimental information about the thin-
film structures.55−58

We found that the initial optical excitation in DIPLT results
in the formation of delocalized excitons in agreement with
previous studies.22 Depending on the excitation energy, these
excitons localize on an ultrafast time scale (<50 fs) on DIP
dimers. In contrast, for PDIR-CN2, the initial excitation leads
directly to the generation of localized excitons on monomers
and dimers. In both compounds, the localized excitons relax
within hundreds of fs into Frenkel-like trap states. The final
relaxation to the ground state occurring on the picosecond
time scale is an order of magnitude faster in PDIR-CN2

compared to DIPLT. The differences in the exciton formation
and decay dynamics are mainly based on the different film
morphologies of both compounds.

■ METHODS SECTION

Sample Preparation. Thin films of DIPLT and PDIR-CN2
were prepared by organic molecular beam deposition in an
ultrahigh vacuum chamber on sapphire substrates (CrysTec,
single crystal, (0001) surface, both sides polished). During
deposition, the substrate temperature was kept at 220 ± 10 K
for DIPLT, while it was room temperature for PDIR-CN2 at a
base pressure of 1 × 10−9 mbar. The deposition rate of 0.3
nm/min during growth was controlled by a quartz crystal
microbalance calibrated by X-ray reflectivity (XRR). The
nominal thickness of each layer was 20 nm. For the deposition
method used, PDIR-CN2 forms films in an edge-on geometry,
while, in DIP, the deposition at 220 ± 10 K led to molecular
orientations which consist of edge-on and face-on do-
mains.57,59 The film structures were studied by XRR
measurements.9

SHG Experiments. For the TR-SHG measurements, a
Ti:sapphire laser system with a repetition rate of 300 kHz, a
pulse length of 50 fs, and a spectral width of 25 nm was used.
The initial beam was split into a pump and probe beam. The
wavelength of the pump beam was varied between 650 and 550
nm, while the probe beam was kept at 800 nm, resulting in a
SHG signal of 400 nm. The measurements were taken in
reflection mode under an angle of 45° with respect to the
surface normal. The SHG signal was filtered by a
monochromator and detected by a photomultiplier tube. The
beams were p-polarized, leading to a perpendicular and a
parallel component of the light with respect to the surface
normal. In addition, measurements with s-polarized light were
performed, which exhibits only a parallel component of the
light.13,15,16,21,60 A probe beam intensity of 360 μJ/cm2 and a
pump intensity of 135 μJ/cm2 were used. For an improved
signal-to-noise ratio, at least 10 measurements were summed
up on one spot and at least four different spots on the sample
were used for each signal trace. The sapphire substrate was
used, since sapphire generates a SHG signal close to zero. All
experiments were performed under an inert gas atmosphere
(N2) and at room temperature. To describe the TR-SHG data,
we utilized different models for DIP and PDIR-CN2. In the
case of DIP, a three-step first-order kinetic model with the
amplitude A set to zero and overlaid with an oscillating part
(see ref 22 and the Supporting Information) was used. For
PDIR-CN2, a two-step (A to B) combined with a single
exponential decay and the oscillating term first-order kinetic
model was used (see the Supporting Information). The signal
decaying on the picosecond time scale in DIP and PDIR-CN2
was modeled by a single exponential decay function.

Computational Details and Estimates of Theoretical
Error Bars. The aggregate systems in the present study pose
various challenges for a thorough computational investigation.
Since the intermolecular arrangement of the molecules in the
thin films was found to have an essential impact on the charge-
carrier qualities of the system,55,56,61 intermolecular degrees of
freedoms need to be investigated. The electronic screening
induced by the environment also has to be accounted for, since
it significantly affects the processes after excitation. Another
property of the thin-film structures is their high anisotropy
with regard to the propagation direction which reduces the
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accuracy of a description of the environment through
continuum models.
To account for the various effects, the model structures for

the calculations on DIP aggregates were built from optimized
monomers and arranged according to experimentally deter-
mined X-ray structures. For PDIR-CN2 aggregates, some
additional effects had to be considered. X-ray experiments
indicate that PDIR-CN2 is planar in single crystals and thin
films, while an optimization of a monomer in solvent or
vacuum predicts a twisted form (dihedral(1234) = 17°, the
enumeration of the centers is given in Figure 1). In a vacuum,
the twisted equilibrium structure is about 7 kJ/mol more stable
than the corresponding planar structure. In contrast, a tetramer
built up from four twisted monomers is about 250 kJ/mol less
stable than the tetramer built up from four planar monomers.
Differences between the monomer and the tetramer result,
since the van der Waals interactions are considerably higher
between planar monomers than between twisted ones.
Additionally, steric interactions may also play a role. However,
due to the difference between monomer and tetramer, one
cannot exclude that single molecules are slightly twisted within
defect regions. To investigate the influence of such possible
distortions, we also computed mixed tetramers, which consist
of three planar monomers and one twisted monomer. The
twisted monomers were taken from a full ground-state
optimization starting from the crystal structure. To obtain
minimized planar structures, we performed a constrained
optimization in which the dihedral angles are kept frozen at 0
or 180°. To test the influence of possible defect structures on
the electronic structure, we also calculated distorted tetramers
in which one monomer is tilted by 10° around its short axis.
This was also done for the DIP tetramer. The nomenclature
used for the aggregates is sketched in Figures 2 and 3. For DIP,

we used the single crystal structure of the high temperature σ-
phase which is in good agreement with the unit cell of DIP
films on sapphire.57,62 The structure of PDIR-CN2 was
adopted from a powder X-ray diffraction analysis.55 This
structure was used to model that of the solution-processed
annealed films of PDIR-CN2 which is also in accordance with
the structure of the vacuum deposited films used in this
work.55,56 Necessary geometry optimizations of monomers

were conducted with the density functional theory (DFT)
functional ωB97X-D63 in combination with the cc-pVDZ basis
set64 if not denoted otherwise. This method was tested to
perform very well in combination with a double-ζ basis-set plus
polarization in a former benchmark study including perylene
derivatives and is still sufficiently cheap to describe larger
clusters.65

Excited-state properties were mostly calculated using time-
dependent (TD)-DFT theory employing ωB97X-D/cc-pVDZ.
As a range-separated and dispersion-corrected functional,
ωB97X-D allows for a reliable description of excited states of
Frenkel and CT character.63 This functional was furthermore
found to qualitatively reproduce the potential energy surfaces
(PES) of perylene dimers along an intermolecular coordinate
when the respective monomers were optimized with the same
method.66 Accounting for the size of the systems, SCS-CC2/
cc-pVTZ64,67−73 and SCS-ADC(2)/cc-pVTZ64,68−71,73−76 cal-
culations could only be used to test the quality of the TD-DFT
calculations. All (TD-)DFT calculations in this work were
conducted with Gaussian 16,77 while SCS-CC2 and SCS-
ADC(2) calculations were performed with Turbomole7.1.78

For the investigation of bigger aggregates of DIP, consisting of
up to 10 monomers, we employed ZIndo(S).79−81 Although it
is a semiempirical method, ZIndo(S) has been proven to
produce reliable results for perylenetetracarboxylic dianhydride
(PTCDA) aggregates in earlier studies.48 Benchmarks with
respect to TD-DFT showed that this also holds for the DIP
films, while it turned out to not accurately reproduce the
character of the excitations in PDIR-CN2 (see the Supporting
Information).
To account for environmental effects, a supercell of the

crystal structure was mimicked by a point-charge field fit to the
electrostatic potential (ESP).82,83 The supercells are built up
by three layers, where each layer consists of 28 (DIP)/30
(PDIR-CN2) monomers (Table S1). The lying domains (λ-
phase) in DIPLT were approximated by the same unit cell as
the standing domains but were rotated manually by 90° to
mimic the neighborhood between lying and upright standing
DIP molecules. This is a valid assumption according to
investigations by Dürr et al.58 For further details on the
supercell, see the Supporting Information (Table S1).
Calculated excitations are investigated regarding the

following parameters: The delocalization of a system is

Figure 2. One layer of the crystal structure of the DIP σ-phase, with a
highlighted tetramer. In the following discussion, the dimers will be
enumerated according to this scheme.

Figure 3. One layer of the crystal structure of PDIR-CN2, with a
highlighted tetramer. In the following discussion, the dimers will be
enumerated according to this scheme.
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quantified by the participation ratio (PR) which depicts the
mean delocalization of the hole and the particle (electron) in
terms of involved fragments.84 For the investigation of the
systems at hand, monomers were defined as fragments. Hence,
the quantity of PR directly mirrors how many monomers of the
calculated aggregate are involved in the excitation. The CT
character of an excitation is calculated from all configurations
with the hole and the particle located on different fragments.84

A CT value of 1 corresponds to a fully charge-separated state,
and a value of 0, to a pure Frenkel excitation. For the
determination of PR and CT, the program package TheoDORE
was employed.84−86

The quantum chemical cluster computations on aggregates
allow for an even treatment of CT and Frenkel excitations and
offer detailed insights into photoinduced processes. Thus, the
assignment of the measured spectra and the interpretation of
the TR-SHG signals can be based on these results. Never-
theless, the computations include some approximations the
accompanying errors of which have to be carefully estimated to
allow for a reliable interpretation of the experimental data. The
corresponding benchmark calculations are described in the
Supporting Information. Due to the size of the model systems,
only vertical excitation energies can be evaluated for the
aggregates. Vibrationally resolved monomer computations on
DIP, which agree excellently with their experimental counter-
parts (deviation <0.05 eV), indicate that the vertical excitation
energies obtained with ωB97X-D/cc-pVDZ are blue-shifted by
about 0.4 eV. ZIndo/S calculations predict an additional error
of 0.1 eV when restricting the aggregate to a tetramer. An
additional estimate is made by the utilization of perfect crystal
structures. Work by Hertel and Bas̈sler and by Brückner et al.
indicates that the disorder in the thin films induces an averaged
broadening of 0.1 eV.52−54 These studies also show the
existence of trap states which lie 0.2−0.3 eV lower in energy
than the average of states. Corresponding benchmark
calculations of PDIR-CN2 (Table S7) indicate that the vertical
energies calculated on the tetramer (Table 3) are blue-shifted
by about 0.4−0.5 eV.

■ RESULTS AND DISCUSSION
In the case of DIP, we can build up on our previous study, in
which we investigated the ultrafast excited-state dynamics in
DIP films generated at room temperature (DIPRT).

22 The
preparation at low temperature (220 ± 10 K, DIPLT), leads to
a different film structure. The well-ordered structure with the
molecules oriented perpendicular to the substrate (edge-on) is
disturbed in a way that some molecules adopt a more parallel
(face-on) orientation.57 The optical extinction of the DIP and
PDIR-CN2 films is displayed in Figure 4. In addition, the
excitation photon energies of 556 nm (2.23 eV), 580 nm (2.14
eV), and 610 nm (2.03 eV) are marked.
TR-SHG Experiments on DIP Films. The excited-state

dynamics of DIPLT films after optical excitation at 580 nm are
shown in Figure 5a. They are very similar to the TR-SHG data
of DIPRT.

22 A strong intensity increase of the SHG signal is
observed due to the electronic excitation by the pump pulse.
The signal contains two components, a fast and a slow one
(feature labeled as B and C). In addition, as has been found for
DIPRT films,22 the rise of the pump pulse is steeper compared
to the signal rise, and the signal still increases after the pump
pulse has passed. This indicates that the initial optical
excitation does not induce a signal change. The initially
created excited species is labeled as A. The TR-SHG data can

be perfectly modeled by the first-order kinetic three-step
model (see the Supporting Information) used previously.22

From the fit, we get times of 30 ± 10 fs for the transfer from A

Figure 4. Extinction spectra of both materials on a glass substrate (a)
and in solution (b and c). (a) The vertical lines mark the excitation
wavelengths (556, 580, and 610 nm) used for the TR-SHG
experiments, and the colored area around the respective central
wavelength indicates the energy width of the excitation pulse. (b) DIP
in acetone. (c) PDIR-CN2 in chloroform. The black lines indicate the
experiment. The stick spectra were calculated with ωB97X-D/cc-
pVTZ and the Franck−Condon−Herzberg−Teller formalism in IEF-
PCM. Both are red-shifted by 0.04 eV (DIP)/0.05 eV (PDIR-CN2)
for a better comparison with the experiment. For details, see the
Supporting Information, Computational Details.

Figure 5. Time-resolved second harmonic generation (TR-SHG)
measurement of DIPLT films on sapphire. (a) TR-SHG signal for the
p-polarized probe beam overlaid with the results of a three-step first-
order kinetic model (see the Supporting Information and ref 22). (b)
TR-SHG result in which an s-polarized probe beam has been used.
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to B and 350 ± 100 fs for that from B to C, in agreement with
our previous study.22 The decay of C occurs on longer time
scales, namely, within 600 ± 110 ps (see the Supporting
Information). In addition, we observe an oscillation on the TR-
SHG signal. It has a period of 247 ± 3 fs, which corresponds to
a frequency of 135 ± 2 cm−1 (16.7 ± 0.2 meV). The measured
values are summarized in Table 1 together with the decay

times observed for different excitation energies. Note that, in
contrast to measurements on the DIPRT, we observe for DIPLT
a clear time-dependent SHG signal with s-polarized light (see
Figure 5b). This can be attributed to the more parallel oriented
DIPLT molecules with respect to the surface plane.
TR-SHG Experiments on PDIR-CN2 Films. In a next step,

we present and discuss the data obtained from PDIR-CN2
films on sapphire. As observed for DIPLT, we detect an
oscillation on the TR-SHG signal (see Figure 6a). For the
PDIR-CN2 film, the oscillation period is 271 ± 2 fs,
corresponding to a frequency of 123 ± 1 cm−1 (15.3 ± 0.1
meV). In PDIR-CN2, the optical excitation leads to a direct
(within the temporal width of the pump pulse) and steep
increase of the SHG signal. In order to describe the data, we
used a two-step first-order kinetic model combined with a
single exponential decay (including an oscillating term), as
detailed in the Supporting Information. The data obtained at a
pump photon energy of 556 nm indicate that an excitation of
electrons into different vibronic levels is possible (see Figure
4); therefore, we included this in the modeling. This results in
two different components A and B. The dependence of the
TR-SHG signal on the excitation energy is shown in Figure 6b.
For an excitation of 610 nm, only one feature can be observed,
which resembles the fast relaxation component (A) of the
spectrum obtained with a pump energy of 556 nm. Increasing
the excitation energy leads to a rise of a second decay
component (B). Feature A is decaying on a time scale of 130 ±
30 fs and feature B within 370 ± 30 fs. For delay times in the
picosecond regime, another feature labeled as C can be
observed (see Figure 6c). The decay time of C is 62 ± 2 ps. In
addition, a further component labeled as D decaying on the
ultrafast time scale of 20 ± 10 fs could be detected. Feature D
has a different dependency on the pump intensity compared to
feature C (see Figure 6d); thus, we assume that D belongs to a

process which is independent of the process involving feature
C as well as features A and B (data not shown here), since they
possess the same pump intensity dependence as feature C.
Thus, we suppose that feature D is related to polarization
effects in the molecules due to the electric field of the laser
light. The measured decay times are summarized in Table 1.

CalculationsAbsorption Spectra. Before discussing
the observed SHG features, we will first focus on the
assignment of the absorption spectra of the DIP and PDIR-
CN2 thin films given in Figure 4. Subtracting a blue-shift of 0.4
eV resulting from the use of vertical energies instead of 0−0
energies (Table S2) from the computed excitation energy of
2.63 eV for the lowest state of the DIP tetramer in the point-
charge field (Table 2), we predict the lowest absorption band
of the DIP thin film at 2.2−2.3 eV. This matches the lowest
band of the absorption spectrum (≈2.25 eV). The strongest
peak in the spectrum (≈2.8 eV) is assigned to the highest
electronic state of the tetramer in the point-charge field (2.94
eV, see Table 2). In agreement with the experiment, our
calculations predict considerably higher transition dipole
moments for this state compared to the lower lying states.
The computations seem to underestimate this excitation by
about 0.2 eV if we assume the same error bars as used for the
lower states. Note that the highest peak is not relevant for the
present study, since the highest excitation energy used in the
SHG experiments is 2.23 eV.
The thin-film absorption spectra of PDIR-CN2 exhibit the

most intense absorption band at 2.16 eV. This agrees with the
computed second state of the PDIR-CN2 tetramer in the
point-charge field located at 2.66 eV (see Table 3), if it is
corrected by the blue-shift of vertical excitation energies
discussed in the Supporting Information (Table S9) of 0.4−0.5
eV. In addition, the intensity pattern of the computed four
states matches excellently that of the experimental spectrum,
because the second state possesses by far the highest electronic
transition dipole. The corrected energy of the lowest electronic
state of the tetramer is about 2.0 eV; i.e., only this state will be
populated by the lowest excitation energy of 2.01 eV used in
the SHG experiments. The energy of the second absorption
maximum at 2.34 eV fits to the corrected energy of the
computed fourth state of the tetramer (≈2.3 eV). Whether the
peak at higher energies (2.48 eV) belongs to an even higher
electronic excitation or a combination of the electronic state at
2.36 eV plus an excited vibrational state remains unclear.
However, this state is not relevant for the present study. Our
cluster computations also nicely reflect that both materials
exhibit inverted intensity patterns. This variation results
because the absorption spectrum of the DIP film is dominated
by H-aggregates (e.g., Dimer12 in Table S4), while for PDIR-
CN2 the second lowest state possesses the highest transition
dipole moment. This is in line with the experimentally found
aggregation structure in PDIR-CN2 which is an intermediate
between H- and J-type.56 A comparison of our calculations
with a previous theoretical study on DIP44 shows agreement
with respect to the relative energetic positions of Frenkel and
CT states as well as a minor mixing of Frenkel and CT states.

Assignment of the TR-SHG Features. The assignment of
TR-SHG features demands for further experimental and
theoretical information. Therefore, we combine our computa-
tions of DIP and PDIR-CN2 aggregates discussed above with
(i) experimental data from the thin-film structures,55−58 (ii)
previous simulations on trapping effects in organic semi-
conductors such as perylene diimide (PDI), PTCDA, and

Table 1. Summary of the Observed TR-SHG Features in
DIP and PDIR-CN2 Films, Respectivelya

rate constants determined for different excitation
energies (nm)

feature 610 580 556

DIP
1a (A1 to B) 30 ± 10 fs 20 ± 10 fs
1b (A2 to B) 150 ± 90 fs
2 (B to C) 350 ± 100 fs 350 ± 100 fs 350 ± 100 fs
3 (decay of C) 600 ± 110 ps 600 ± 110 ps 600 ± 110 ps
oscillation 247 fs 247 fs 247 fs

PDIR-CN2

1 (A to C) 130 ± 30 fs 130 ± 30 fs 130 ± 30 fs
2 (B to C) 370 ± 30 fs 370 ± 30 fs
3 (decay of C) 62 ± 2 ps 62 ± 2 ps 62 ± 2 ps
4 (decay of D) 20 ± 10 fs 20 ± 10 fs 20 ± 10 fs
oscillation 271 fs 271 fs 271 fs

aThe associated nomenclature used in Figures 5 and 6 is given in
parentheses.
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DIP,48,49,87 as well as (iii) information about the exciton
diffusion in DIP films and at a DIP/fullerene interface.29,53

Various experimental investigations indicate that, due to the
structural disorder in thin films, the generated excitons localize
very fast on smaller subunits; i.e., shortly after their generation

by the pump pulse, the excitons are only delocalized over a few
monomers30 or even on dimers.88,89 The exciton energies and
the delocalization of the excitons depend on the excitation
energy, the organic material, and its degree of disorder.90,91

Microscopically, the relative orientation of the monomer
determines these exciton characteristics.29,52,53

In general, TR-SHG signals, which monitor the population
or depopulation of a given electronic state, can be attributed to
two pathways. They can originate from local processes on a
subunit, e.g., due to the transition from a higher to a lower
lying electronic state as well as from the accumulation of
excitons on energetically favorable sites. Such accumulations
are induced by the exponential decrease of the jump
probability of an exciton with the energy difference between
the respective sites according to Marcus theory.92,93 Since both
processes occur on similar time scales, an unambiguous
assignment of the TR-SHG signals is difficult.49 Sites for
which the jump probabilities vanish, act as traps from which
the excitons cannot escape but can only decay into the
electronic ground state.49,66 Such traps often result from a
combination of intra- and intersite effects. For example, for
perylene-based dyes, experimental studies indicate that
excitons localize on dimers on a femtosecond time scale.94

Nevertheless, further hopping would still be possible for most

Figure 6. (a) TR-SHG measurements of PDIR-CN2 on sapphire for delay times of up to 1 ps overlaid with the results of our model (see text). (b)
Dependence of the TR-SHG trace on the pump wavelength. Inset: Difference in the TR-SHG response for a pump wavelength of 556 and 610 nm.
(c) Decay of the signal for decay times of 40 ps. (d) Pump intensity dependence of features C and D.

Table 2. Comparison of TD-ωB97X-D/cc-pVDZ
Calculations of the Effects of Possible Environments and
Distortions on DIP Tetramers in the σ-Phasea

(a) in vacuum (b) in point-charge field (c) in vacuum, tilted

ΔE f PR ΔE f PR ΔE f PR

2.62 0.00 3.97 2.63 0.00 4.00 2.60 0.01 3.80
2.68 0.00 2.03 2.70 0.00 2.04 2.67 0.00 2.14
2.73 0.00 2.03 2.73 0.00 2.04 2.72 0.02 2.09
2.90 1.97 4.00 2.94 2.33 4.00 2.90 2.00 3.89

aAll energy differences (ΔE) are given in eV and depict vertical
excitation energies. f denotes the oscillator strength and PR the
participation ratio (see the Methods Section). Note that the CT
character for all excitations is below 0.1 (compare Tables S3 and S4);
thus, we did not include the CT values here. “Tilted” refers to the
aggregate described in the Computational Details, in which one
monomer is tilted by 10° along its short axis to disturb the symmetry
of the aggregate.
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sites.29,53,54 For H-aggregates, the final trapping occurs due to
the relaxation from the upper to the lower Frenkel state48,49

sometimes mediated through CT states.50,87

The TR-SHG signals for DIPLT and PDIR-CN2 thin films
show two main differences: First, the signal of the DIPLT film
arises after optical excitation with a specified, pump-energy-
dependent delay, while the TR-SHG trace of PDIR-CN2
increases instantaneously with the pump pulse. Second, the
decay time of the feature C is 10 times faster in PDIR-CN2
than in DIPLT. These differences arise most likely from
intermonomer effects rather than from variations in the
photophysics of the monomers (intramonomer effects),
because the monomer spectra strongly resemble each other
(Figures S1 and S2). This resemblance is owed to transitions
within the perylene core, which dominate both monomer
spectra.
The differences in the intermonomer effects result from the

different aggregation structures (H- vs J-aggregates) and from
the respective structural and energetic disorders within the
materials. For example, experiments show that PDIR-CN2 thin
films are less-ordered than DIP thin films.56,57 This is likely
caused by the branched alkyl chains or the CN substituents of
the PDIR-CN2 molecule. However, it is an open question if
this higher structural disorder leads to significant differences in
the electronic structures of DIP and PDIR-CN2 thin films. To
test such effects, we compared the electronic structure of
tetramers in a vacuum with the electronic structure of
tetramers embedded in spatially limited point-charge fields,
thus mimicking a slightly disturbed single crystal environment
(Table S1). To investigate the influence of defects, we
computed tetramers in which one monomer is tilted by 10°
around its short axis. Finally, we computed PDIR-CN2
tetramers, which are composed of three planar monomers
and one twisted monomer. Such a twisting may happen at
defects because PDIR-CN2 molecules possess a twisted
structure in a vacuum or solvents but are planarized due to
the intermolecular interactions in a single crystal. For DIP, we
did not perform computations with nonplanar monomers
because DIP is always planar. The data are summarized in
Table 2 (DIP) and Table 3 (PDIR-CN2). Both tables
summarize the excitation energies of the four lowest lying
states (ΔE), the oscillator strengths ( f), and the PR value. The
latter gives a measure of the delocalization of the exciton in the
tetramer; i.e., a value of 4 indicates a completely delocalized
exciton, while a value of 1 characterizes the exciton as localized
on one monomer. A comparison between DIP and PDIR-CN2
crystal properties on the basis of tetramer data is only valid if
the transition from crystals to tetramers does not introduce

different symmetry reductions. Figure 7 shows the various
inversion symmetries (yellow points), 2-fold rotational axes

(green), and mirror planes (purple plane) which are present in
the DIP crystal. For the tetramer, the inversion center in the
middle of the tetramer remains. For PDIR-CN2, the various
inversion centers of the crystal structure also reduce to one in
the middle of the tetramer. Additionally, the translational
equivalents within both crystals disappear in the tetramers.
Because the reduction of symmetry going from the full crystal
to a tetramer is similar for both compounds, a comparison
based on differences in the tetramers seems to be valid. For the
distorted tetramers (one monomer tilted by 10°), the
symmetry reduces for both compounds. For PDIR-CN2, the
symmetry additionally lowers if one planar monomer is
replaced by a twisted one.
The computations predict strongly delocalized excitons for

the computations in a vacuum. For PDIR-CN2 (Table 3a), the
second and fourth states are delocalized over all four units,
while the first and third states are only delocalized over two
units. For DIP (Table 2a), a complete delocalization is found
for the first and fourth states, while a delocalization over two
monomers is predicted for the two middle states. Differences
between both compounds arise if the high symmetry of the
nondisturbed tetramers is lifted. In the slightly distorted
environment of the point-charge fields, the PR values for PDIR-
CN2 lower to 3.5−3.6, while the corresponding values for DIP
remain 4.0. Please note that the excitation energies and the
oscillator strengths do not change considerably for both
compounds. For the distorted tetramer (one monomer tilted
by 10°), the differences are even stronger. For PDIR-CN2, the
PR values for the strongly delocalized states decrease further
(PR = 3.20 and 2.48, respectively), while again nearly no
change is found for DIP (PR = 3.80 and 3.89). In the mixed
cluster consisting of three planar molecules and one twisted

Table 3. Comparison of TD-ωB97X-D/cc-pVDZ Calculations of the Effects of Possible Environments and Distortions on
PDIR-CN2 Tetramersa

(a) in vacuum (b) in point-charge field (c) in vacuum, tilted (d) in vacuum, twisted

ΔE f PR ΔE f PR ΔE f PR ΔE f PR

2.57 0.00 2.17 2.57 0.00 2.13 2.61 0.08 2.19 2.58 0.01 2.15
2.67 3.06 4.00 2.66 2.97 3.67 2.67 2.89 3.20 2.68 2.57 2.41
2.70 0.00 2.14 2.70 0.10 3.52 2.71 0.07 1.48 2.71 0.00 2.74
2.71 0.01 3.99 2.71 0.00 2.22 2.71 0.01 2.48 2.74 0.41 1.10

aAll energy differences (ΔE) are given in eV and depict vertical excitation energies. f denotes the oscillator strength and PR the participation ratio
(see the Methods Section). Note that the CT character for all excitations is low (compare Tables S11 and S12); thus, we did not include the CT
values here. “Tilted” refers to the aggregate described in the Computational Details, in which one monomer is tilted by 10° along its short axis to
disturb the symmetry of the aggregate, and “twisted” refers to an aggregate in which one of the monomers is fully ground-state optimized and
therefore twisted.

Figure 7. Schematic representation of the symmetry elements in the
thin-film systems of DIP (left) and PDIR-CN2 (right).
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PDIR-CN2 molecule, the PR values for the most delocalized
states are only 2.41 and 2.74; i.e., on average, the exciton is
localized on dimers. In summary, our computations indicate
that distortions in the crystal structures influence the
localization of excitons less strongly in DIP than in PDIR-
CN2. Hence, we conclude that the experimentally found higher
structural disorder in PDIR-CN2 films will lead to considerably
stronger localized excitons.
Taking these differences into account, we can assign the

various TR-SHG signals. We first focus on the oscillations
found for both compounds. To get deeper insights into the
physical nature of these oscillations, their dependence on the
pump energy and intensity was investigated. For both
compounds, the amplitude depends on excitation energy and
pump intensity, while the oscillation period is independent of
both (see Figure S4). A more detailed discussion is given in the
Supporting Information. Based on these observations, the
oscillations can be explained as a coherent excited-state wave
packet motion of the molecular core of the molecules induced
by the pump pulse,95−98 i.e., a combined electronic-vibration
excitation generated by the pump pulse. Since the excitations
start from the lowest vibrational state of the electronic ground
state, excited vibrations of the electronically excited states and
the corresponding Franck−Condon factors are relevant for the
assignment of these oscillations. In principle, the assignment
should include the modes taken from a larger cluster. However,
since calculations for the larger model system failed due to
hardware and software limitations, we approximate the
vibrations by monomer vibrations. This includes several
assumptions. First, intermolecular modes are not taken into
account; however, they should lie at even lower energies.
Second, we assume that interactions between the monomers
will not influence the modes. This should also be
approximately valid, since the intramonomeric interactions
are considerably stronger than the interactions between the
monomers. Finally, the vibrational motions computed for a
monomer could be hindered because the molecule is
embedded in the thin films. However, as seen in Tables S16
and S17 (unscaled vibrations), the displacements of the
perylene cores are very small, and thus probably not hindered.
For DIPLT, the oscillation has a period of 247 ± 3 fs, which

corresponds to a frequency of 135 ± 2 cm−1. Based on
Franck−Condon intensities (see Table S15), we assign this
oscillation to the excitation of mode 4 (154 cm−1), which is a
kind of twist mode around the molecular center (Table S16).
The corresponding oscillation for PDIR-CN2 has a period of
271 ± 3 fs, which corresponds to a frequency of 123 ± 1 cm−1.
The Franck−Condon calculations for the full PDIR-CN2
molecule did not converge. If the alkyl chains are replaced
by methyl groups, the computations predict two modes with
strong Franck−Condon factors in this energy region (Table
S15). The one with the highest intensity (122 cm−1, intensity
183 dm3 cm−1 mol−1) represents a combination mode of the
first, second, and fifth modes, which are all singly excited. The
second (123 cm−1, intensity 58 dm3 cm−1 mol−1) represents an
excitation of mode 10 (Table S17, upper part). The
nonconverged computations for the full PDIR-CN2 also
predict a buckling mode along the long axis, whose motion
in the perylene part is similar to mode 10 of the model system
with methyl groups (Table S17, bottom) but also involves a
significant movement of the alkyl chains. Besides the
uncertainty arising from the nonconverged computation, this
mode might be hindered within the solid state because the

alkyl substituents are much more closely packed than the
perylene cores. Based on the higher intensity, we assign this
oscillation to the combination mode. Nevertheless, in contrast
to the DIP situation, this assignment is quite precarious.
A schematic representation of the remaining TR-SHG

features is given in Figures 8 and 9, including the nomenclature

introduced in Table 1. We first discuss the processes in the ps
time regime, since these can be described by the same
phenomenon in both materials. The signals are assigned to the
final decay from the energetic sinks (trap states), in which the
excitons accumulate to the ground state (C to GS). The factor
10 between the rate constants can be explained by the
variations in the transition intensities to the ground state found
for DIP (Table 2, Figure 8) and PDIR-CN2 (Table 3, Figure
9) thin films. As a consequence, the emission from the lowest
electronic state is allowed for PDIR-CN2, while it is formally
forbidden for DIP. This explanation is in line with photo-
luminescence measurements for DIP and PDIR-CN2,

9,56 which
show a considerably stronger luminescence for PDIR-CN2.
These measurements also indicate the presence of trap states.
From the experimental data, it is impossible to conclude
whether these trap states possess Frenkel or CT character. Our
computations clearly indicate (see Tables 2 and 3 and Tables
S2, S4, and S10) that they exhibit Frenkel character because
the lowest lying states with distinct CT character are predicted
to appear above 3 eV.
For DIP, the excitation pulses at 580 and 556 nm induce

very fast processes with rate constants of 30 ± 10 and 20 ± 10
fs (Figure 8) which are completely missing for PDIR-CN2. For
the probe pulse at 610 nm, the process happens on a longer
time scale of 150 ± 100 fs in DIP. Combining the above-
discussed different localization behavior of excitons in DIP and
PDIR-CN2 films with the experimentally determined higher
structural order of DIP thin films, we propose that the pump
pulses at 580 and 556 nm initially excite delocalized excitons
which induce no signal change due to their high isotropy. The
signal rise is then caused by the localization of these excitons
on smaller aggregates, e.g., tetramers or dimers (A1DIP to BDIP).

Figure 8. Scheme of the processes observed by TR-SHG spectros-
copy in DIPLT films. Colored transfer times indicate the energy of the
pump pulse (red, 610 nm (2.03 eV); yellow, 580 nm (2.14 eV); green,
556 nm (2.23 eV)).

Figure 9. Scheme of the excited-state dynamics observed by TR-SHG
spectroscopy in PDIR-CN2 films as well as the assignment to the
involved processes (see text).
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Such localization effects were already described in our previous
DIPRT study22 but also in other perylene-based dyes.88,94,99

Since these localization processes are faster than energy
dissipation, which occurs on the 100−1000 fs time scale,100 the
resulting excitons still possess enough energy for diffusion.
This diffusion process leads to a final population of even lower
lying trap states and takes place on a time scale of around 350
fs (BDIP to CDIP). For the excitation at 610 nm, we monitor
basically the same effects. Since this excitation energy lies
considerably below the first absorption maximum (see Figure
4), the generated excitons exhibit almost no excess energy,
which slows down the localization process to 150 fs (A2DIP to
BDIP). In extreme cases, the localization can only take place on
trap sites, which corresponds to a direct relaxation (A1DIP to
CDIP).
Based on the TR-SHG results, both DIPRT (pure σ-phase)

and DIPLT (including domains of the λ-phase) behave very
similar.22 This is also mirrored in our calculations (compare
Table 2 and Tables S4−S7) from which we can conclude that
the shorter relaxation times in DIPLT compared to DIPRT thin
films should mainly result from smaller nucleation sites and the
resulting higher degree of disorder. Furthermore, they indicate
that the λ-domains in DIPLT exhibit the same relaxation
processes as the pure σ-phase. The direction of exciton
diffusion in DIPLT is of course flipped by 90°.
For PDIR-CN2 (Figure 9), the fast processes (<100 fs) are

missing for all excitation energies. This can be explained by a
stronger exciton localization as indicated by our computations
(Table 3) in combination with the higher structural disorder of
PDIR-CN2 thin films found experimentally. Therefore, the
excitons in PDIR-CN2 are instantaneously localized. Hence, for
the pump pulses at 580 and 556 nm, the first TR-SHG signal
change already monitors the population of the trap states
(BPDIR‑CN2

to CPDIR‑CN2
) which was assigned to the second

signal of the DIP system. The rate constant for this process is
370 ± 30 fs for excitation energies of 580 and 556 nm but only
130 ± 30 fs for the excitation at 610 nm. This difference can be
attributed to the mobility of the generated excitons. According
to Förster’s theory, these mobilities depend on the transition
dipole moment of the populated state as well as on the excess
energy of the exciton. The excitons generated by the 610 nm
(2.03 eV) pump pulse can only populate the lowest
electronically excited state (S1), which has a low transition
dipole moment. In combination with the low excess energy,
the mobility of these excitons is expected to be rather small,
leading to fast trapping processes. Conversely, the excitons
generated at higher excitation energies (580 and 556 nm)
inhibit a considerably higher mobility, because the S2-state is
mainly populated. The S2-state has a higher transition dipole
moment which is accompanied by a higher mobility. If these
excitons relax to the S1-state through, e.g., intrasite relaxation
processes, they still possess rather high excess energies;
consequently, their trapping occurs on a longer time scale.

■ CONCLUSION

We have investigated the excited-state dynamics in diindeno-
perylene (DIPLT) and dicyano-perylene-bis(dicarboximide)
(PDIR-CN2) thin films after optical excitation utilizing
femtosecond (fs) time-resolved second harmonic generation
and large scale quantum chemical calculations. DIPLT prepared
at low temperatures leads to the formation of face-on domains
compared to the edge-on geometry formed at room temper-

ature (DIPRT). In DIPLT, optical excitation (at 556, 580, and
610 nm) resulted in the formation of delocalized excitons.
Depending on the excitation energy and accordingly on the
excess energy, a localization on dimers occurred on a time scale
between 20 and 150 fs. Afterward, the excitons are trapped
within 350 ± 100 fs on Frenkel-like trap sites, followed by a
decay into the ground state on the time scale of 600 ± 110 ps.
In PDIR-CN2, the fast processes (<100 fs) are not observed at
all, since the initial excitation induced the creation of localized
excitons located on either monomers or dimers. These excitons
relax into Frenkel-like trap states within around 100−400 fs
depending on their excess energy. The decay to the ground
state happened within 62 ± 1.8 ps. The differences between
DIPLT and PDIR-CN2 in the primary exciton generation
process (delocalized vs localized) and the 1 order of magnitude
difference in the exciton decay times into the final ground state
are assigned on the one hand to differences in the aggregation
structures (J- vs H-aggregates). On the other hand, they are
attributed to differences in the respective structural and
energetic disorders within the thin films. Our combined
experimental and theoretical study has elucidated the so far
unresolved processes and decay times of electronically excited
states on the femtosecond time scale in perylene-based
semiconductors.
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