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ABSTRACT
Patchy particles are an intriguing subject of study and indeed a model system in the eld of soft matter physics. In recent years, patchy particle
models have been applied to describe a wide variety of systems, including colloidal crystals, macromolecular interactions, liquid crystals, and
nanoparticle assemblies. Given the importance of the topic, rationalizing and capturing the basic features of these models is crucial to their
correct application in specic systems. In this study, we extend the ionactivated attractive patchy particles model previously employed to
elucidate the phase behavior of protein solutions in the presence of trivalent salts. Our extension incorporates the effect of repulsion between
unoccupied and occupied binding sites, depicted as patches. Furthermore, we examine the inuence of model parameters on the liquid–vapor
coexistence region within the phase diagram, employing numerical methods. A deeper understanding of this model will facilitate a better
comprehension of the effects observed in experiments.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0215920

I. INTRODUCTION
Patchy particles are a class of complex colloidal particles with

anisotropic surface interactions that enables them to selectively
interact and bind with each other in a specic orientation. In recent
years, the interest in patchy particle models is increasing in materials
science, physics, chemistry, and biology due to their potential appli
cations in selfassembly, drug delivery, catalysis, and many other
elds.1–4 The exibility of patchy particle models allows for a wide
range of possible interactions and structures to be studied.5–10 These
models can incorporate both directional and isotropic interactions
between particles, as well as steric effects, to accurately capture the
behavior of complex systems, such as protein–salt solutions.11–17
Here, we present an extension of our ionactivated patchy parti
cle model that we used before to capture the phase behavior of
protein–salt mixtures.18–20 The aim of this work was to under
stand the effect of different parameters included in the model on
the effective interactions and on the behavior of the liquid–vapor

phase transition. We use the Wertheim theory, which provides a
theoretical framework for predicting the thermodynamics prop
erties of the patchy particle systems.21–25 We will show with our
approach that the anisotropic behavior of the system, arises from
the different population of particles with occupied and unoccupied
patches upon ion binding to the surface. In this regard, our mul
ticomponent system composed of particles with different occupied
and unoccupied binding sites, is transformed and investigated as an
effective single component system.

II. THEORY
A. Ionactivated patchy particles model

In this section, we focus on the basic theory of the ionactivated
patchy particles model.18 In our patchy particles system, we assume
that the probability to have an occupied patch, that is, an ion bound
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to a binding site, as a function of the salt or ions concentrationΘcrs
is given by a Fermilike distribution in the grand canonical ensemble
(GCE),18

Θ = 1
1 + exp βϵb − μscrs , (1)

where β = 1/kBT is the inverse temperature and ϵb is the bind
ing energy between a salt ion and a patch on the particle surface.
We assume that the patches are independent and possess the same
energy ϵb, which is kept constant and independent of the salt con
centration. Here, μs is the chemical potential of the salt in the
reservoir, which can be approximated by the ideal gas expression
μrscrs ≈ kBT ln crs/ρ0, where ρ0 is the density of the reference
state.

In our model, with the assumption of m independent patches
per particle, the probability of nding i patches occupied by ions is
given by the binding probability Θ of a single patch via a binomial
distribution,18

pm, i = Θi1 −Θm−i(m
i
), (2)

where q = 1 −Θ is the nonbinding probability. The overall patch
interaction energy between patches of different particles is given by

βϵpp = βϵuu1 −Θ2 + 2βϵuoΘ1 −Θ + βϵooΘ2, (3)

where ϵuu is the interaction energy between two unoccupied patches,
ϵoo is the interaction energy between two occupied patches, and
ϵuo is the contribution to the interactions between an occupied and
an unoccupied patch.

Previously,18 we have simplied our model by assuming
ϵoo = 0 = ϵuo. While we have found reasonable agreement between
experiments of protein–salt mixtures and predictions of our model,
we want to explore the richness of the model by systematically
studying the inuence of the various parameters, including ϵoo and
ϵuo, on the behavior of the model. In addition, the more simplied
model cannot distinguish between systems with different initial net
charges (i.e., different proteins) since the initial repulsion is not con
sidered. This extension could help elucidate the observed trend in
some experimental systems, in which the initial repulsion due to the
net charge of the proteins shifts the location of the critical point
for phase separation to higher salt concentrations, as observed in
Ref. 26. We expect that ϵoo and ϵuo account for repulsive contribu
tions to the overall interaction energy between patchy particles, as
they account for interactions between patches with the same electri
cal charge. The inuence of the repulsion parameters is examined
within the liquid–vapor phase coexistence region, which is the key
area of interest in the experimental systems that we aim to describe
using our model. By employing Eq. (8), we constrain the system
to this region. However, adjusting the repulsion parameters could
allow for the study of phase separation suppression. In this work,
the suppression of the liquid–vapor phase transition induced by
repulsion will not be investigated.

B. Thermodynamic model
The fundamental thermodynamic behavior of our patchy par

ticle model is based on theWertheim theory.21–23 In this framework,

the free energy density is given by the sum of the free energy den
sity of the reference system and a perturbation contribution due to
bonding between particles. In our work, we use hardsphere uid as
a reference system and employ the accurate thermodynamics based
on the Carnahan–Starling27 equation of state. Clearly, it would be
possible to replace the hardsphere uid by a more general reference
system. To this end, one would have to replace the chemical potential
and the pressure of the hardsphere uid by those of the reference
system of choice. The contribution due to bonding between patches
of different particles is given by fbond, that is, the Helmholtz free
energy per volume associated with bonding,

β fbond = m η
νs
(ln 1 − pb + 1

2
pb), (4)

where η = 4πR3ρ/3 = νsρ is the packing fraction, m, as before, the
number of patches per particle and pb is the probability of a patch
having formed a bond. Note that pb depends on the number density
ρ or alternatively η and follows from the massaction equation,18

pb1 − pb2 = m η
νs
Δ, (5)

where Δ accounts for the spherical averaged interaction between
bonds of patches of two particles. Here, we follow Refs. 18 and
28 and assume a hardsphere reference system and a shortranged
interaction between patches and obtain

Δ = 4πgHSσ, ηKF, (6)

where gHSσ, η is the contact value of the radial distribution func
tion of the hardsphere reference system with diameter σ, K is
the bonding volume, and F is the angular average of the Mayer f
function of the patch interaction,

F = exp −βϵpp − 1. (7)

The total free energy density in our model is the sum of the ideal
gas, the hardsphere, and the Wertheim contribution. The result
ing chemical potential of the system, therefore, also consists of three
terms: the ideal gas chemical potential, the excess chemical poten
tial of the hard sphere reference system, and the bonding term of
the chemical potential. The total pressure of the system is the sum
of the Carnahan and Starling contribution βPcs

27 plus the contribu
tion given by the bonding term. While for the hardsphere reference
system, the thermal energy β = 1/kBT is a trivial scaling factor, the
bonding contributions are sensitive to it. For sufciently low tem
perature, the chemical potential and the pressure can develop a van
derWaals loop that indicates the possibility for a liquid–vapor phase
transition. The details on the expression for the chemical potential
and pressure used are given in Ref. 18.

III. RESULTS
In this section, we study the effect of the different parameters on

the liquid–vapor phase behavior of the ionactivated patchy particles
model. Within the model, we can adjust and change each parameter
independently and thereby obtain insights into the inuence of each
parameter on the phase boundaries.

J. Chem. Phys. 161, 034901 (2024); doi: 10.1063/5.0215920 161, 0349012

Published under an exclusive license by AIP Publishing

18
Ju
ly
20
24
11
:24
:22



The Journal
of Chemical Physics ARTICLE pubs.aip.org/aip/jcp

A. Interaction energy curves
To this end, we start with the interaction energy curves given

by Eq. (3). In a previous study, the parameters ϵoo and ϵuu were set to
zero and all the focus was put onto the attraction between an unoc
cupied and an occupied patch via ϵuo. It was found18 that in this case,
the minimum of the energy curve is at Θ = 1/2 and that this mini
mum has to be sufciently deep (negative) for the system to phase
separate.

In order to display the inuence of the parameters ϵoo and ϵuu
on the overall interaction energy between particles ϵpp, we compare
it to the result of our previous model where those parameters were
set to zero. In Fig. 1, we show the reference curve with no repulsion
together with the curves obtained, including the repulsive contribu
tions. The value of the attractive interaction parameter βϵuo is xed
so that it produces curves with the sameminimum βϵmin. For a given
set of parameters, the condition is given by

βϵuo = −βϵmin −√βϵuu + βϵminβϵoo + βϵmin. (8)

The results in Fig. 1 show that including the repulsive parameters
generates an asymmetry in the interaction energies curves. In fact,
we nd that for the energy curve with no repulsion, the inter
action energy curve is symmetric with the minimum located at
Θ = 0.5 (red curve), while for the other curves, the location of the
minimum is shifted to Θ ≈ 0.44 for βϵuu = 2, βϵoo = 8, and βϵuo= −20.42 (blue curve) and Θ ≈ 0.58 for βϵuu = 12, βϵoo = 3, and ϵuo= −22.60 (magenta curve). It is worth noting that changing those
parameters does not lead to a change in the probability distribu
tion pm, i at a given value of Θ, but the same histograms refer
to different energy values in the interaction energy curves Eq. (3).
This is an intriguing behavior of our model that we want to under
line, since different experimental systems, for example proteins, have

been demonstrated to be very sensitive on the type of salt used.26,29–33
In our model, those effects can be described by the parameters
βϵoo and βϵuo. This, in turn, can change the resulting protein phase
behavior. In a sense, our system, which is a mixture of particles and
ions, can be interpreted as a multicomponent system of proteins
with a different number of salt ions bound. As shown in Fig. 1, a
given value ofΘ, the binding probability of an ion to a patch together
with the energy parameters determine the protein–protein interac
tion, Eq. (3), and the distribution of particles with a different number
of ions bound to them, as shown in the histograms. The overall
interaction energy is the key parameter to connect our ionactivated
patchy particle model with the framework of the Wertheim theory.

In Sec. III B, we will describe the effect of βϵuu, βϵoo, and βϵuo
on the phase diagram of our model.

B. Effect of the interaction energy parameters
on the liquid–vapor equilibrium

In order to test the effect of these parameters on the
liquid–vapor coexistence regions, we want to recall the condition
for phase equilibrium between a low density phase with packing
fraction η1 and a high density phase at the same temperature with
packing fraction η2. The coexistence between phases implies the
mechanical equilibrium Pη1 = Pη2 and chemical equilibrium
μη1 = μη2. The Wertheim expressions for the pressure and the
chemical potential do not allow for an analytical solution, and there
fore, the liquid–vapor equilibrium is evaluated numerically. In Fig. 2,
we show the effect of the repulsion on the shape of the coexistence
loop.

As expected from the energy curves shown in Fig. 1, changes in
the repulsion contributions to the energy curves shift the coexistence
loop up or down. Both the pressure and the chemical potential are,

FIG. 1. Interaction energy curves and corresponding histograms for three different choices of the interaction parameters. For the magenta curve, the set of parameters used
are βϵuu = 12, βϵoo = 3, and βϵuo = −22.60, for the blue curve βϵuu = 2, βϵoo = 8, and βϵuo = −20.42, and the red curve with βϵuu = 0, βϵoo = 0, and βϵuo = −15.77.
It should be noted that for three different values of Θ, 0.1, 0.44, and 0.78 (marked as dots on the left gure), we show the corresponding histograms for the probabilities
of nding particles with a different number of salt ions bound to it. While the histograms are determined by Θ, the resulting pair interaction energy depends on the energy
parameters βϵuu, βϵoo, and βϵuo.
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FIG. 2. Energy curves and corresponding coexistence loops for three different
choices of the interaction parameters βϵpp, as chosen in Fig. 1. Note that the
energy parameters are chosen so that the minima of the energy curves have the
same depth, leading to the same width in the coexistence loop, while their locations
vary from case to case, which causes an up or down shift and a variation in the
areas of the corresponding phase diagram. The histograms show the occupancy
distributions for the two critical points for the three choices of energy parameters.
The histogram on the lefthand side corresponds to the lower critical point, while
the histogram on the righthand side corresponds to the upper critical point.

in fact, dependent on several parameters, including the number of
patches m, the radius of the particles R, the packing fraction η, and
the parameter F and K, introduced in Eq. (6). In our calculations, we
keep K xed, unless mentioned otherwise. The quadratic form of the
interaction energy, Eq. (3), implies that for a given interaction energy
βϵpp, there are two different values of Θ or equivalently two differ
ent salt concentrations that give rise to the same protein–protein
interaction energy, but with different compositions of occupied and
unoccupied patches. Therefore, our model predicts a closed coexis
tence loop with two critical points.18 These points are highlighted by
symbols shown in Fig. 2, both in the interaction energy curves and
in the phase diagram. It is worth noting that the effect of repulsion
not only shifts the interaction energy curves βϵpp to the left or to
the right, but also its width. As a result, the area of the coexistence
loop is also reduced compared to the one that does not include the
repulsion parameters.

The location of the critical point in the phase diagram shown
in Fig. 2 is shifted along the probability or Θ axes, but not in inter
action energy βϵpp or packing fraction η. For this set of parametersm = 4,R = 1, the critical value of the protein interaction is approx
imately at βϵpp ≈ −6.38. However, the distribution of occupied and
unoccupied patches at the critical point is signicantly different
among the different curves, as depicted in the histograms. These dif
ferences might impact not only the shape of the coexistence loop
and the liquid–vapor equilibrium but also the more complex fea
tures of the phase diagram of patchy particles, for example, in the
case of the formation of crystals or amorphous solids, as observed

in protein–salt mixtures.26,34 Consequently, appropriately congur
ing the repulsion introduces an asymmetry in the interaction energy
curves, rendering the resulting behavior more accurate in describing
protein solutions in the presence of trivalent salts, when compared
to the simplied model that neglects the repulsion parameters. The
size of the loop can be nely tuned by increasing or decreasing
the depth of the interaction energy curve βϵpp, while the posi
tion of the center along the y axis (Θ in the phase diagram) can be
tuned by changing the repulsion and shifting the interaction energy
curve along the Θ axis on the βϵpp,Θ plane. Those effects are
shown in Figs. 1 and 2. In Fig. 3, curves with the same values for
the repulsion parameters βϵuu and βϵoo, but with different values
of attraction parameter βϵuo are shown. Again, the critical points
are always located at the same packing fraction value but shifted in
probability Θ. The critical value for the packing fraction is equal to
η = 0.0898 for the loops shown in both Figs. 2 and 3. That is con
sistent with previous studies.35 However, the effect of increasing the
attraction is not only changing the size of the loop but also, as shown
in the previous case, changing the distribution of the particles at the
critical point and at any given probability Θ. In Sec. III C, we will
discuss the effect of different thermodynamic parameters that are
included in the Wertheim theory of the liquid–vapor equilibrium.

FIG. 3. Interaction energy curves and coexistence loops for systems with the
same repulsion parameters: Increasing the attractions increase the width of the
interaction energy curves and, therefore, the size of the coexistence region.
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FIG. 4. Wertheim liquid–vapor phase coexistence regions; the location of the
critical point ηc is determined by the initial choice of m = 4 and K = 0.002376.

C. Effect of the thermodynamic parameters
on the liquid–vapor equilibrium

Our model is based on the Wertheim theory of patchy particles
that has a welldened set of parameters from which the thermo
dynamic quantities, such as the pressure and chemical potential,
follow. For the liquid–vapor coexistence, the Wertheim theory gives
a characteristic phase diagram shown in Fig. 4. This representation
is unchanged for a given value of K and m, as well as the position of
ηc, and the coexistence regions are always between the critical value
βϵc ≈ −6.38 and the minimum βϵmin ≈ −7.9. In our model, the effec
tive interactions are driven by βϵpp, as given by Eq. (3). Due to the
quadratic form of the expression obtained with our model, there are
now two different values ofΘ, η that have the same interaction values
of βϵpp within the critical region for phase coexistence. Therefore,
the resulting coexistence regions on the Θ, η plane are given by the
combination of the βϵpp curves given by Eq. (3), with the Wertheim
representation on the βϵpp, η phase diagram.

In this section, we want to explore the effect of changing these
thermodynamic parameters employed within the Wertheim theory
on the shape of the liquid–vapor equilibrium loop of our model.

The rst parameter that we test is the number of patches m on
each protein. It is important to consider that the number of patches
does not affect the overall shape of the interaction energy equation
Eq. (3).

The dependence of the number of patches can be seen by the
probability pm, i of the occupied patches Θi and of unoccupied
patches 1 −Θm−i, given in Eq. (2). In Fig. 5, we show how the effect
of changing the number of patches m shifts the critical points for
liquid–vapor phase separation to higher values of the packing frac
tion. This is consistent with previous studies.5,36 The shift in critical
point is due to the fact that m enters directly in the thermodynamic
framework of the Wertheim theory and is not a direct consequence
of changing pm, i.

We want to emphasize that changing the number of patches
does not only change the size of the coexistence loop but also the
properties of the dense and diluted phase. In a system with only two
patches, which does not phaseseparate,5 the possible geometry of
clusters is limited to form linear chains that eventually might close
into a ring. For a larger number of patches, different cluster mor
phologies are possible, which can form in the dense phase and in the
gel. The effect of changing the number of patches does not affect only

FIG. 5. Effect of changing the number of patches on the patchy particles for
interaction energy curves with βϵuu = 3, βϵoo = 1.5, and βϵuo = −18. Increas
ing the number of patches increases the interaction energy necessary to reach
liquid–vapor phase separation; it leads to an increased size of the coexistence
loop and changes the critical packing fraction.

the network of the dense phase but also the properties of the solid,
the crystalline, and the gel structures. A detailed treatment of such
effects in patchy particle systems can be found in Refs. 37 and 38.
In particular, in Ref. 37, different types of crystalline phases are
found for particles with valence of m = 3 and compared to particles
withm = 5.

Another interesting effect is related to the other two parameters
used in the Wertheim theory. The rst one is the effect of the parti
cle hardsphere radius R and the second one is related to the volume
of the interaction K referred as bonding volume. The radius of the
particle, the size of the loop change, and the value of the interac
tion energy at the critical point βcϵpp is changed, but not the critical
packing fraction ηc, which remains constant. An example of these
effects is shown in Fig. 6. This effect is due to the fact that the
ratio between the interaction volume parameter K and the volume
of the patchy particle increases as the radius decreases, resulting in
stronger attractions. In other words, the fraction of the surface that is
covered by patches increases. The effect of the radius might explain
several phenomena in experimental systems.

For example, in protein solutions, the interactions between sol
vent andmacromolecules can lead to a change in the hydrodynamic
radius, depending on the protein–solvent interactions. We speculate
that within the framework of theWertheim theory and ionactivated
attractive patches model, it is possible to explain several effects
arising from the protein–solvent interactions, without the need to
explicitly treat the solvent, but indirectly infer the solvent contri
bution from the particle radius or from experimental systematic
behavior. In protein, for example, the hydrodynamic radius is con
nected to protein–solvent interactions. Some differences in phase
behavior were observed when replacing H2O with D2O, potentially
stemming from a more compact structure in heavy water, leading
to slight variations in the hydrodynamic radius of proteins in the
two solvents.39–42 A strongly polar solvent, for example, increases the
hydrophobic effect and, depending on the aminoacid composition
of the protein, might compact or relax the tertiary structure. In Fig. 6,
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FIG. 6. Effect of changing the radius of the particles for interaction energy curves with βϵuu = 3, βϵoo = 1.5, and βϵuo = −18. Increasing the radius of the particles decreases
the interaction energy necessary to reach the critical point and reduces the size of the coexistence loop.

we show that small changes in the radius of the particle have a signif
icant impact on the concentration of the liquid–vapor equilibrium.
For example, an increase of 0.2 units, increases the resulting packing
fraction in the low density phase of about 3.3 times and decreases the
packing fraction of the dense phase of about 12.5% at the extreme
points of the coexistence regions, while at central values, the effects
is less signicant. We can also induce the same effect shown in Fig. 6
by xing the radius of the protein and increasing K. In this way, we
can tune the ratio between the interaction volume parameter and
the volume of the patchy particle, which is relevant to produce this
effect.

IV. EFFECT OF THE TEMPERATURE
The temperature is a fundamental thermodynamic parameter

that has been kept constant in the considerations so far. How
ever, as we increase the temperature in our system the attraction
between particles, induced by the formation of salt bridges between
patches, is weakened. If the temperature reaches a critical value
Tc, liquid–vapor phase separation vanishes, and above Tc, only the
mixed uid state is observed. Note that in this study, we do not
consider the solid phase. The full uid phase diagram as a function
of temperature T, the protein packing fraction η and the binding
probability Θ is shown in Fig. 7. In the limited region of tempera
ture explored in Fig. 7, we considered Θ to be independent of the
temperature, since in this regard, the temperature is a scaling fac
tor. As a result, there is a shift along the Θ axis if the temperature
dependence is taken into account. However, the qualitative behav
ior expected with a smaller coexistence loop at higher temperature
and an increased size at lower values does not change. In reality, the
direct effect of temperature in experimental systems, such as pro
teins, can be far more complicated, involving not only a change of
the interactions, but also strong conformational changes, which can
make the spherical model assumed here not a good representation of
the system. However, in the region of temperature where the glob
ular structure of the protein is preserved, before denaturation, most
of the effects due to the temperature are well reproduced within our

FIG. 7. Qualitative effect of changing the temperature on the coexistence curves.
The reference curve is at T = T0 and refers to βϵuu = 3, βϵoo = 1.5, and βϵuo= −18.

model. It is worth noting that the temperature in the experimen
tal system does not only affect the conformation of the proteins but
also changes the Kw value of the water equilibrium and the resulting
hydration interactions between ions and water, protein and ions, as
well as the specic pKa values of the aminoacidic residues.43 There
fore, some intrinsic variables in the experiment are not investigated
due to limitation of the coarse grain approach.

V. CONCLUSION
In this work, we have extended the ionactivated patchy parti

cles model for protein–salt mixtures, taking into account the inter
action between binding sites of proteins in more details than before.
While in previous studies, the main focus was on the attraction
between proteins induced by a salt bridge that forms between an
occupied and an unoccupied binding site, here we have also taken
the repulsion between two unoccupied and between two occupied
binding sites into account. The effect of these enriched interactions
in our model produces a different and asymmetric ensemble of par
ticles, consisting of proteins with no bound ion and proteins with
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one bound ions up to proteins with all binding sites lled, in the
system. This rich multicomponent system can be used to under
stand different phenomena, for example, it can be used to rationalize
different kinds of phase transitions in protein–salt solutions, such
as liquid–liquid phase separation.18,26,30–34,44 We have shown that
although the model of ionactivated patchy particle model based on
the Wertheim theory is rather simple, the parameters have impor
tant effects on the liquid–vapor phase separation loop. Our main
results are in the following:

● The effect of the repulsion between two occupied and
between two unoccupied binding sites on proteins inu
ences the height of the liquid–vapor loop by shifting the
interaction energy curves and resulting in different patchy
particles distribution, as described by the histograms.● Increasing the attraction between an occupied and an unoc
cupied site increases the size of the coexistence loop and
changes the ensemble distribution at the critical point.● The only sensitive parameter to change the critical packing
fraction in the coexistence loop is the number m of patches
on the surface of the particles. Increasing the number of
patches leads to a bigger size of the loop and shifts the criti
cal interaction energy for phase separation to higher values.
Increasing the number of patches also increases the number
of possible components in the histograms.● Increasing the hardsphere radius changes the ratio between
the interaction volume parameter K and the volume of
the particle, decreasing the interaction energy necessary
to reach the critical point and reducing the size of the
phaseseparation loop.● Changing the bonding volume K produces the same effect
of changing the radius of the particles, but in the opposite
direction since the bonding probability is going as ≈Kν−1s .
An increase in the bonding volume K leads to an increased
size of the loop due to the increased ratio between the
volume of the interaction and the volume of the particle.

The aim of our model was to describe the phase behavior of pro
teins in salt solutions. In the ionactivated patchy particle model,
the probability Θ to have an occupied patch on the surface of the
protein is given by a Fermilike distribution in the grand canonical
ensemble in Eq. (1). This is a function of the salt concentration in
the reservoir or, equivalently, its chemical potential μs. The reser
voir concentration of salt ions, crs , is a quantity within the theoretical
framework. However, the total salt concentration in the system,
which is the quantity that can be controlled or measured in exper
iments, is directly connected with the salt concentration in the
reservoir through18

cs = mΘρ + crsμs1 − η1 + Rs/R3. (9)

The rst term takes into account the ions bond on the surface of the
patchy particle, and the second term originates from the free ions
in the solution, corrected for the volume excluded by the proteins,
where Rs is the radius of the salt ion. Using this relation, it is possi
ble to access the concentration of ions on the surface of the patchy
particles, obtaining coexistence loops that can be compared to the
experimental one, since they are a function of the salt concentration
that it is also our experimental variable. In Fig. 8, we show the phase

FIG. 8. Liquid–vapor coexistence loop as a function of the salt concentration in
the reservoir. The parameters considered are as follows: βϵuu = 3, βϵud = 1.5,
βϵuo = −18, and the ion–protein binding energy βϵb = −4.5. The salt concentra
tion is expressed in arbitrary units.

diagram w.r.t the salt concentration in the reservoir for a given set of
parameters.

It will be interesting to compare predictions of our enriched
model to known experimental results. For example, in the work by
Maier et al.,26 BSA and HSA in the presence of CeCl3 display a shift
in the location of the liquid–vapor coexistence loop. This could arise
because the initial net charge of BSA is more negative w.r.t HSA, and
it can be seen within our model as a more repulsive βϵuu. We expect
that our model can be further enriched by considering our system as
a mixture of different kinds of particles, as shown in Refs. 4 and 25.
Following this possible extension would be interesting to compare
the phase diagram shown in Fig. 8 to the phase diagram produced by
considering the system as a multicomponent mixture. Furthermore,
our model can be extended by allowing for binding sites with differ
ent binding energies. This will increase the complexity of the model
and should be an important step toward understanding complex
systems, such as proteins in salt solutions.
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