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Abstract It is well established that deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) exhibit a
reentrant condensation (RC) phase behavior in the presence of the trivalent hexamine cobalt(III) cations
(Hac) which can be important for their packing and folding. A similar behavior can be observed for
negatively charged globular proteins in the presence of trivalent metal cations, such as Y3+ or La3+. This
phase behavior is mainly driven by charge inversion upon an increasing salt concentration for a fixed protein
concentration (cp). However, as Hac exhibits structural differences compared to other multivalent metal
cations, with six ammonia ligands (NH3) covalently bonded to the central cobalt atom, it is not clear that
Hac can induce a similar phase behavior for proteins. In this work, we systematically investigate whether
negatively charged globular proteins β-lactoglobulin (BLG), bovine serum albumin (BSA), human serum
albumin (HSA) and ovalbumin (OVA) feature Hac-induced RC. Effective protein–protein interactions
were investigated by small-angle X-ray scattering. The reduced second virial coefficient (B2/B2

HS) was
obtained as a function of salt concentration. The virial coefficient analysis performed confirms the reentrant
interaction (RI) behavior for BLG without actually inducing RC, given the insufficient strengths of the
interactions for the latter to occur. In contrast, the strength of attraction for BSA, HSA and OVA are
too weak to show RC. Model free analysis of the inverse intensity 1/I(q → 0) also supports this finding.
Looking at different q-range by employing static (SLS) and dynamic light scattering experiments, the
presence of RI behavior can be confirmed. The results are further discussed in view of metal cation binding
sites in nucleic acids (DNA and RNA), where Hac induced RC phase behavior.

Abbreviations

Hac Hexamine cobalt(III) cation
RC Reentrant condensation
LLPS Liquid–liquid phase separation
BLG Bovine β lactoglobulin
BSA Bovine serum albumin
HSA Human serum albumin
OVA Albumin from hens chicken egg

white
SAXS Small-angle X-ray scattering
SLS Static light scattering
DLS Dynamic light scattering
MW Molecular weight
SHS Sticky hard sphere potential
2Y Two Yukawa potential
SC Screened Coulombic potential
HS Hard sphere potential
B2/BH

2 SB2/BHS
2 Reduced second virial coefficient

pI Isoelectric point
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1 Introduction

Effective protein–protein interactions determine the
phase behavior of proteins in aqueous solutions, includ-
ing liquid–liquid phase separation (LLPS) and crystal-
lization. Understanding as well as predicting the phase
behavior of proteins is therefore not only beneficial for
X-ray structural analysis of protein crystals, but also
for a more profound understanding of diseases related
to the aggregation of proteins [1–3]. Furthermore, the
occurrence of metastable LLPS in protein solutions rep-
resents an important mechanism for biological structure
formation [1, 2, 4–11]. Diseases such as eye cataract,
[8, 9] lateral sclerosis, [6, 7] sickle cell anemia, [5, 11]
Alzheimer’s disease in line with amyloidosis [4, 6] are
related to unwanted protein fiber formation, crystalliza-
tion, or aggregation.

In aqueous solution, the effective interactions of pro-
teins turn out to be rather complex, as various envi-
ronmental parameters [3, 10, 12, 13] such as the pro-
tein concentration, concentration and valence of the
salt ions, temperature and pH-value strongly influ-
ence their interactions [14]. Moreover, protein–protein
interactions are determined by the protein’s surface
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charge pattern or by a modulation of hydrophilic
and hydrophobic interactions. In combination with
Coulomb interactions, hydrogen bonding, and specific
or non-specific salt bridging, this interplay of multiple
interactions results in a rich phase behavior of aque-
ous protein solutions. Further studies, focusing on the
modeling of liquid–liquid phase transitions in protein-
and colloid- systems, pointed out the relevance of short-
ranged attractive forces [15–19].

Reentrant condensation (RC) is an intriguing phe-
nomenon which occurs in various acidic, globular pro-
teins, given the presence of multivalent metal salts such
as YCl3 [14, 20–23]. For a fixed protein concentration
(cp) combined with a salt concentration below the value
of c* , or above a second value c** , with c* < c** , the
protein solution appears translucent. If the salt con-
centration is between c* and c**, protein condensa-
tion occurs, which may include LLPS, aggregation, and
protein crystallization [12, 20, 21, 24, 25]. Responsible
for the reentrant condensation behavior are both the
cation-mediated inversion of the protein charge and the
intermittent cation-mediated attraction [26]. Charge
reversal and effective attraction induced by multivalent
metal ions have been further investigated not only in
theoretical studies but also in experiments and simu-
lations [26–29]. In order to fundamentally understand
the origin of the macroscopic phase behavior and the
involved interactions, the underlying forces need to be
investigated [20].

Deoxyribonucleic acid (DNA) has been known to con-
dense in aqueous solution in the presence of multivalent
cations, such as hexamine cobalt(III) (Hac), for a long
time [30]. Due to advancing research in the field of gene
therapy, interest in the phenomenon of DNA condensa-
tion with multivalent cations increased. The goal of this
research field is to develop efficient ways of gene trans-
fer, which requires a simple, effective, and yet reversible
method without damaging the DNA in the process [31].

The relatively inert trivalent cation hexamine
cobalt(III) features six tightly bound amino groups
which inhibits the option of direct coordinate ion bonds
between the cobalt and polar groups of the DNA helix,
[30] therefore fulfilling the above required conditions
[31]. In order to enable DNA condensation, approxi-
mately three out of four negative charges have to be
neutralized by a bound cation [32]. In other words,
approximately 90% of the total charges exhibited by
DNA have to be neutralized to allow for condensation
[33, 34]. DNA neutralization enables and facilitates the
compression of DNA as it occurs in the genomes of cells
or viruses as well as the deformation of DNA mediated
through proteins [32]. When trivalent ions are present
in a solution with DNA, the DNA also undergoes RC.
It should be emphasized that the driving force for the
condensation of DNA is the electrostatic interaction
between the cations and the DNA. Furthermore, this
leads to attractive, correlated counter-ion fluctuations.

Thereby, the counterions also screen Coulombic repul-
sions between DNA phosphates before the condensa-
tion takes place [32, 34]. Apart from DNA condensa-
tion, investigations were also performed on Ribonucleic
acid (RNA) [35–37].

Moreover, Hac proved to be of use in other biologi-
cal research areas. Hac has been successfully deployed
to inhibit an RNA polymerase of West Nile virus in
order to investigate the role of magnesium ions, nec-
essary for the catalysis carried out by this RNA poly-
merase [38]. Furthermore, Hac was used in transforma-
tions with Escherichia coli to either change the confir-
mation of the DNA or serve as a counterpart of vita-
min B12. Here, it either interferes with the constituents
of the vitamin or disrupts its transport system [39].
In addition, Hac has also been proven to possess anti-
bacterial and anti-viral effects [40]. The element cobalt
(Co) is a standard component of metal alloys [41] which
are, among others, used for biomedical implants (e.g.,
hip prothesis). Expedient wear in combination with cor-
rosion of implants leads to in vivo release of metal ions
[42, 43]. This may support unwanted protein aggrega-
tion, triggering associated diseases such as lateral scle-
rosis or Alzheimer’s [44, 45], and may as well trigger
metal contact hypersensitivity [45].

When comparing proteins with DNA or conventional
colloid suspensions, which are governed by identical
charges, it turns out that on the surface positive as
well as negative charges are present. These charges are
arranged in a rather complex, unevenly distributed pat-
tern, resulting in differences regarding the interactions.
Moreover, a DNA molecule can be approximated with
a thin extended rod-like shape, whereas the proteins
examined here feature a globular geometry. In addition,
the complex surface charge pattern, together with other
kinds of interactions, like hydrophobic interactions or
hydration, increase the complexity of the phase behav-
ior for proteins in solution [3, 13, 14]. This work con-
ducts a systematic study of the effective interactions
and phase behavior of the proteins BLG, BSA, HSA,
and OVA in aqueous solution in the presence of the
trivalent salt hexamine cobalt(III) chloride. All men-
tioned proteins already featured RC behavior induced
by several trivalent metal salts [46].

We aim to explore how different concentrations of
Hac can tune the effective interactions in these pro-
tein solutions and if it is sufficient to induce RC phase
behavior. For that, the effective protein–protein inter-
actions were evaluated based on the analysis of the
reduced second virial coefficient from Small-angle X-ray
scattering (SAXS) measurements. In addition, static
light scattering (SLS) and dynamic light scattering
(DLS) experiments were carried out to explore a differ-
ent q-range and to investigate diffusive dynamics. The
results are further discussed in view of metal cation
binding sites in nucleic acids (DNA and RNA), where
Hac induced RC phase behavior.
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Table 1 Biophysiochemical properties of BLG, BSA, HSA, and OVA with respective reference

Parameters BLG BSA HSA OVA

# Amino acids 162 [47] 583 [50] 585 [51] 385 [52]

Molecular weight (kDa) 37 [53] 66.4 [54] 66.44 [51] 45 [55]

pI 5.2 [48] 4.6 [46] 4.7 [51] 4.54 [56]

Charge (pH 7) (e) − 10 [57] − 11 [46] − 9 [46] − 11 [58]

Specific volume (ml/g) 0.750 [59] 0.735 [59] 0.754 [60] 0.745 [61]

Extinction coefficient (ml mg−1 cm−1) 0.961[62] 0.667[62] 0.531[62] 0.700[62]

2 Experimental section

2.1 Materials and sample preparation

The proteins BLG from bovine milk (product no.
L3908, purity of ≥ 90%), BSA (product no. A3733,
purity of ≥ 98%), HSA (product no. A9511, purity of
≥ 97%) and OVA from chicken egg white (product no.
A5503, purity of ≥ 98%) were purchased from Merck
and used in the experiments without additional purifi-
cation. Fundamental biophysiochemical properties of
the proteins are summarized in Table 1. Note that the
purchased protein β-lactoglobulin (BLG) is a mixture
of the two genetic variants A and B, which differ only at
two locations within their primary sequence [47]. More-
over, given physiological conditions, BLG features pre-
dominantly a dimer configuration [48, 49].

Protein stock solutions were obtained by mixing
the required amount of the respective protein stock
with deionized and degassed Millipore water (con-
ductivity of 18.2 MΩ cm). The concentration of the
protein stock solution was determined by use of a
Cary 50 UV–Vis spectrophotometer (Varian Technolo-
gies) with the appropriate extinction coefficients (see
Table 1) and the Cary WinUV operating software. The
absorbance was measured at 280 nm. The protein solu-
tions were stored in appropriate parafilm-sealed con-
tainers to avoid de novo solution of gasses and placed
in the fridge at 4 °C [63]. In order to avoid unwanted
bacterial or fungi growth, the protein solutions were
used for a maximum of three weeks [64].

Hexamine cobalt(III) chloride ([Co(NH3)6]Cl3) pow-
der was purchased from Merck (H7891, for use in trans-
formations, X-ray crystallography), dissolved in deion-
ized and degassed Millipore water and used in the
carried out experiments without further purification.
This multivalent salt features a molecular weight of
264.48 g/mol and a density of 1.71 g/ml [65]. Sys-
tematic deviations arising from variations in protein
batches, preparative inaccuracies, and fluctuations in
protein and salt stock solutions cannot be ruled out.

2.2 Small-angle X-ray scattering

Small-Angle X-ray Scattering (SAXS) experiments
were conducted at the P12 beamline of the EMBL,
DESY (Hamburg, Germany) [66]. The system employs

a highly focused X-ray beam (120 × 200μm) with an
energy of 10 keV, which corresponds to a wavelength
of (= 1.24 Å). The sample-to-detector distance was set
to 3.1 m. The employed 2 M Pilatus (Dectris) detector
covered a q range of 0.002–0.45 Å−1 [66]. The sam-
ples were exchanged by the use of a flow cell. For each
sample, 40 exposures of 0.04 s were averaged. Addi-
tional SAXS data was collected using the laboratory
SAXS instrument Xeuss 2.0 (Xenocs, Grenoble, France)
employing a GeniX 3D microfocus X-ray tube consist-
ing of a copper anode, using an X-ray energy of 8.05 keV
which corresponds to a wavelength of 1.54 Å. With a
sample-to-detector distance of 1666 mm, the employed
Pilatus 300 K (Dectris) detector covered a q range of
0.0076 Å−1 up to 0.344 Å−1. The protein solutions
were measured in quartz capillaries with a diameter
of 1.5–2.0 mm (WJM-Glas Müller GmbH, Berlin, Ger-
many). The acquisition time for each measurement was
set to two hours. Each sample preparation was carried
out right before the measurements.

The 2D data obtained was azimuthally averaged to
yield intensity profiles. Subsequently, the solvent back-
ground was measured, treated in a similar manner and
finally subtracted from the intensity profiles. After-
ward, the background-corrected data was fitted by use
of the ellipsoidal sticky hard sphere potential (SHS),
originating from Baxter [67], as implemented by the
National Institute of Standards and Technology pro-
vided add-on for IGOR PRO 6.37 and 9 [68]. The data
was analyzed utilizing the same method explained in
the references [69, 70]. For a spherical particle of radius
R, the SHS is defined as follows:

βU(r) =

⎧
⎪⎨

⎪⎩

∞ r < σ = 2R

−βu0 = ln
(

12τΔ
σ+Δ

)
σ < r < σ + Δ

0 r > σ + Δ
(1)

here β represents 1/kBT , τ represents the stickiness
parameter and Δ denotes the width of the square well.
The diameter of the hard sphere is denoted by σ, and
r denotes the particle spacing. In order to determine
the structure factor, a perturbative solution of the Per-
cus–Yevick closure relation was used [67, 71].
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In the limit Δ → 0, the reduced second virial coeffi-
cient can be calculated based on

lim
Δ→0

B2

BHS
2

= 1 − 1
4τ

(2)

As shown in Eq. (2), the reduced second virial coef-
ficient is obtained by dividing the second virial coef-
ficient (B2) by the second virial coefficient for hard
spheres (B2

HS ) of radius R given by BHS
2 = 16πR3/3.

Simulations and theories have resulted in a universal
B2/B2

HS value of ≈ −1.56 for the liquid–gas tran-
sition in a number of different systems, provided the
application of the Percus–Yevick closure relation [19,
22, 72].

Moreover, other potentials such as Screened Coulom-
bic (SC), Two Yukawa (2Y) and hard spheres (HS) were
used to fit the SAXS data for different protein systems
and different salt concentrations. A detailed descrip-
tion of these potentials can be found in the Supporting
Information.

Besides the volume fraction, the axes of the ellip-
soids (Ra and Rb) were fixed to Ra 37.6–39.0 Å, Rb

19.5–20.0 Å for BLG, Ra 17.0 Å and Rb 42.0–44.4 Å
for BSA. Detailed information on HSA, and OVA, can
be found in Table S3 in the Supporting Information.
Moreover, the scattering length density (SLD) of the
proteins was set to 7.33 × 10−7 [Å−2] for BLG and to
7.32×10−7 [Å−2] for BSA, HSA and OVA respectively.
The background was set to appropriate values for each
curve individually. In order to prevent artificial coupling
between the well width Δ and the stickiness parame-
ter τ , Δ was kept at 0.01σ for all fitted data. Further
details on the fitting process and selected potentials for
fitting of OVA and HSA SAXS-datasets are shown in
the Supporting Information. We note that B2 is a sim-
plified way of quantifying the interactions, inter alia,
due to the angular average of non-spherical proteins.

2.3 Static and dynamic light scattering

Further structural and dynamical information was
obtained by dynamic light scattering (DLS) experi-
ments, which were conducted on a pure Hac solution
(50 mM), a pure BSA (20 mg/ml) solution and sev-
eral BSA (20 mg/ml) solutions containing increasing
concentrations of Hac (1–50 mM) [73]. Prior to the
measurements, all samples were filtered using syringe
filters (Whatman Puradisc 13; Global Life Sciences
Solutions Operations Uk Ltd.) with a 0.45 μm pore
size. In this work, an ALV/CGS-3 goniometer with
an ALV/LSE-5004 digital correlator (ALV-GmbH, Lan-
gen, Germany) operated by the corresponding ALV-
Correlator software V 3.0, was used. This instrument
utilizes a HeNe-Laser with a wavelength of λ = 6328 Å
as a light source. Quartz glass cuvettes (Pyrex; Corn-
ing, Ny, USA) were cleaned with acetone, and after the
evaporation of the acetone, filled with the sample solu-
tion and subsequently measured.

A calibration to absolute scattering intensities was
carried out by the use of a toluene measurement, as
standard. Using the Rayleigh ratio Rθ, the scattering
intensity was calibrated using toluene as a standard
[74].

The intensity (Rθ/Kc), with K denoting the scatter-
ing contrast (Eq. 3) and c denoting the concentration,
can be equated to the inverse of the intensity (Kc/Rθ)
due to the relation of Rθ ∼ Isample − Isolvent. Addi-
tionally, the measured intensity depends on P (q) of the
sample but given the case of small particles (r < λ/20),
P (q) can be assumed to be unity within the observed
q-range, and therefore the scattering is independent
from the scattering angle 2θ.[74] Based on the afore-
mentioned, it is sufficient to perform the measurements
only with one angle. In this work, angles between 70°
and 90° were used [74].

K =
4π2n2(dn/dK)2

NAλ4
(3)

Changes in the scattering signal over time are of
interest in terms of dynamic information. This can be
quantified by the use of, the auto correlation function
g2(t) [74–76].

g2(t) =
〈I(t0)I(t0 − t)〉

〈I(t0)〉2
(4)

here 〈. . .〉 denotes a time average, the term I(t0) denotes
the scattered intensity at the time t0 while t denotes
the time difference of the correlator. The characteristic
relaxation time τ , is obtained by use of the normalized
g2 − 1 Eq. 5, shown below [77].

g2(t) − 1 = {A1 exp[−2(t/τ1)] + A2 exp[−2(t/τ2)]}
(5)

Due to the presence of two-component dynamics, the
fast and slow components are denoted by subscript 1
and 2 respectively. This double exponential fit function
(Eq. 5) was used to approximate the auto-correlation
function (Eq. 4). All datasets were fitted utilizing Eq. 5
to achieve consistency. The fits were carried out by use
of MATLAB.

3 Results and discussion

3.1 Visual inspection of the phase behavior

First, the phase behavior of various globular proteins
was investigated in the presence of Hac at room tem-
perature (21 ± 2 °C). The protein concentration was
varied between 5 and 100 mg/ml, while the salt con-
centration was varied between 1 and 50 mM. All exam-
ined proteins showed neither crystal growth nor LLPS
or aggregation. This is exemplified for 80 mg/ml BLG
in Fig. 1. Owing to the orange color of the dissolved
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Fig. 1 Photograph of BLG with a concentration of
80 mg/ml admixed with increasing Hac concentrations
(1–30 mM, left to right). Due to the orange color of the
dissolved salt Hac, an increasing yellow tint can be seen at
higher salt concentrations. No aggregation is to be seen

salt, a stronger yellow tint can be seen at higher salt
concentrations. Apart from the yellow tint, no opac-
ity or condensates become apparent [14, 20, 21, 46, 70,
78–80]. A similar assessment for HSA and OVA can be
found in the Supporting Information.

To gain further insight, the effective protein–protein
interactions of the protein salt solutions were inves-
tigated via systematic SAXS measurements. Figure 2
shows representative SAXS measurements for 80 mg/ml
BSA and 80 mg/ml BLG with increasing Hac concen-
trations in H2O (data for OVA and HSA can be found
in Figs. S1, S2 in the Supporting Information).

In both protein-salt systems, at low salt concentra-
tions, the net negative charges of the protein molecules
dominate the effective protein–protein interactions, as
illustrated by a correlation peak at q = 0.06 Å−1. An
increase in the salt concentration results in an increase
in low-q intensity, which indicates reducing repulsion.
Concurrently, the correlation peak fades. As the salt
concentration is further increased to 6 mM (for BLG)
and 15 mM (for BSA), respectively, attractive inter-
actions dominate the protein-salt system. The highest
attractive strength is visible at 15 mM salt for BSA
and at 12 mM salt for BLG. At higher salt concentra-
tions (20–50 mM for BSA and 15–50 mM for BLG), the
attractive strength reduces, as indicated by the decreas-
ing low-q intensities (Figs. 2a and b).

This pattern of increasing and subsequent decreasing
low q intensities as a function of increasing salt con-
centration resembles to some extent RC phase behav-
ior and is labeled reentrant interaction (RI) (data for
HSA and OVA can be found in the Supporting Infor-
mation). Qualitatively, from the provided SAXS pro-
files, it can be deduced that the above characterized
behavior is more pronounced for BLG than it is for the
other proteins [24, 69, 70, 80]. Previous studies showed
that RC is a common phase behavior for BLG, BSA,
HSA, and OVA in the presence of either YCl3, LaCl3,
FeCl3 or AlCl3 [46]. Investigations of RC by means
of SAXS have shown that RC is associated with an
increasing, followed by a decreasing, intensity at low
q values, given the prerequisite of a constant protein
concentration combined with a continuously increas-
ing salt concentration [69, 70]. Additional data sets for
80 mg/ml OVA and HSA, exhibiting a similar but less

Fig. 2 a, b SAXS data with model fits (solid lines) for sam-
ples in H2O containing 80 mg/ml BSA with increasing salt
concentrations (0–50 mM). c, d SAXS data with model fits
for samples in H2O containing 80 mg/ml BLG with increas-
ing salt concentrations (0–50 mM). The scattering intensity
at low q increases with increasing salt concentration a and
c and decreases in b and d. In a, the SC potential was used
for 0–4 mM salt. The other conditions (5–15 mM) were fit-
ted by use of an SHS model. In c, conditions with 0–4 mM
salt were fitted using a 2Y potential the other conditions
(5–12 mM) were fitted using an SHS model. The dashed
lines are guides to the eye. Further detailed information on
SAXS data analysis is provided in the Supporting Informa-
tion

pronounced behavior are provided in the Supporting
Information (Figs. S1, S2).

3.2 SAXS characterization of the effective
interactions

In order to analyze and quantify the effective pro-
tein–protein interactions, models employing an ellip-
soidal form factor paired with different interaction
potentials were fitted to the SAXS data. Figure 2a dis-
plays SC and SHS model fits for BSA and 2Y followed
by SHS model fits for BLG (Fig. 2c) with continuously
increasing Hac concentrations. Additional fitted SAXS
data for the proteins OVA and HSA are included in the
Supporting Information. SC interaction potential fits
(BSA) and 2Y interaction potential fits (BLG) were
confined to low salt concentrations (0–5 mM for BSA
and 0–4 mM for BLG). For these conditions, the electro-
static repulsions prevail, owing to net negative surface
charges of the respective dissolved proteins. In order to
describe the attractive potential arising for higher salt
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Fig. 3 a Reduced second virial coefficients and
b 1/I(q → 0) behavior of the BLG and BSA samples
with cp 80 mg/ml and varying cs presented in Fig. 2. In
a, the black dashed line at − 1.56 indicates the suggested
and theoretically determined limits of the critical point for
the gas–liquid transition (detailed information is provided
in the text) [22]. The respective error values of the fits
are smaller than the markers used for illustration and are,
therefore, not plotted for clarity. b The inverse intensities
are evaluated at q′ = 0.03 Å−1, subsequently averaged,
and normalized to the molecular weight of the protein
monomer. The respective error values are smaller than
the markers used for illustration and are, therefore, not
plotted for clarity. The dashed lines are guides to the eye.
In the Supporting information, Figs. S3, S4, and S5, show
a similar evaluation for the two other proteins OVA and
HSA

concentrations, the SHS combined with an ellipsoidal
form factor was used. In agreement with Eq. (2), the
reduced second virial coefficient (B2/B2

HS ) was deter-
mined. The results of B2/B2

HS for BLG and BSA are
summarized in Fig. 3a as a function of the salt con-
centration cs . Values below B2/BHS

2 < 0 represent net
attraction, whereas in the opposite case B2/BHS

2 > 0,
net repulsion prevails.

As to be seen, the curve for BLG is located below
the one for BSA, implying higher attractive strengths.

BLG features a local minimum around 12 mM with
a corresponding B2/B2

HS value of −1.48, while BSA
features a minimum at 15 mM with a corresponding
B2/B2

HS value of 0.033. Hence, it can be deduced
that BSA remains within the neutral range at 15 mM
Hac, while BLG exhibits a more pronounced attrac-
tion. Moreover, these two minima hardly touch the uni-
versally predicted B2/B2

HS values of −1.56 [22] at
the critical point, marking the theoretical limits for
LLPS. Consequently, a phase transition (with LLPS)
is absent. Initially, the values for B2/B2

HS decrease
rapidly until the minimum is reached. Beyond the min-
imum, the B2/B2

HS values increase again, but with a
less steep slope. This effect may be caused by screening
effects of the Cl− counterions. Increasing the salt con-
centration goes along with increasing concentrations of
the counterion, which effectively screens the proteins
surface charge. This hypothesis is supported by simi-
lar results for divalent cations, which show compara-
ble behavior of the interaction potential as a function
of cation concentration [28, 29] A similar evaluation
was carried out for the two proteins OVA and HSA.
The data can be found in the Supporting Information
Figure S3. In addition to the above-described model-
based analysis (Fig. 3a), the scattering at low q val-
ues (close to 0), namely 1/I(q → 0), was analyzed as
well (Fig. 3b). This model-free approach can be applied
to repulsive conditions without constraints, unlike the
SHS analysis, therefore, allowing to investigate low salt
concentrations, too. Importantly, this approach is con-
nected to the reduced second virial coefficient via the
following relation [69]:

1
I(q → 0)

∝ 1
S(q → 0)

= 1 + 2B2ρ + · · · (6)

hence the value of the structure factor near the ori-
gin can be expressed by Eq. 6 which connects the
inverse intensity value near the origin to the sec-
ond virial coefficient [1, 75, 81]. Given the absence
of LLPS, the protein concentration is proportional to
the protein number density (cp ∝ ρ) so the inverse
intensity is proportional to the reduced second virial
coefficient

(
1/I(q → 0) ∝ B2/BHS

2

)
in this approxima-

tion. Therefore, the inverse intensity (1/I(q → 0)) can
be considered as well to describe the effective pro-
tein–protein interactions. Moreover, the inverse inten-
sity (1/I(q → 0)) was normalized to the respective
molar protein concentration in [Mol/l].

Overall, the inverse intensity (Fig. 3b) follows the
trend as indicated by the B2/B2

HS analysis (Fig. 3a)
for BLG and BSA respectively. The corresponding error
bars of the applied fits are smaller than the symbols
used for illustration and are therefore not plotted for
clarity. Generally, we assume an uncertainty of 10%,
resulting from sample preparation and data collection.
In the Supporting Information Figs. S4 and S5, show a
similar evaluation for the proteins OVA and HSA.

The effective structure factors S (q) for BSA and
BLG, were calculated based on the fitting parameters
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Fig. 4 Structure factors calculated from Fig. 2 as a func-
tion of salt concentration. a, b show the structure factors
for 80 mg/ml BSA while c, d show the structure factor for
80 mg/mL BLG. Note that the shown structure factors were
calculated using different potentials. Thus, the SC potential
was used for Figure a, while a 2Y potential (further infor-
mation is given in the Supporting Information) was used
for Figure c, and an SHS potential was used for Figures
(b, c). For all the shown structure factors (a, b, c, d) the
respective effective radius of a sphere was used which was
previously calculated based on the axes of an oblate ellip-
soid, used for SAXS data fitting (see Fig. 2) [78]. In a, all
conditions were approximated using a particle size of 66.7 Å,
exceptions were marked with special characters. Conditions
marked with a + were approximated using a particle size
of 67.97 Å, conditions marked with a # were approximated
using a particle size of 68.75 Å, and conditions marked with
a * were approximated using of 69.19 Å. In c, all condi-
tions were approximated using a particle size of 50.41 Å,
exceptions were marked with a + character. The conditions
marked with a + were approximated using a particle size
of 50.65 Å. In b, all conditions were approximated using
a particle size of 69.83 Å, for c a particle size of 51.97 Å
was used. For further information, consult the experimental
section on SAXS data analysis as well as the Supporting
Information

(Fig. 2), which were previously converted from oblate
ellipsoids to the respective effective radius of a sphere
and subsequently depicted in Fig. 4.[78] In Fig. 4a the
evolution of SSC(q) for BSA (80 mg/ml) for increas-
ing salt concentrations is shown. The structure fac-
tor at q = 0 is equal to the normalized osmotic com-
pressibility. A screened Coulombic structure factor of
SSC(0) < 1 indicates the dominance of the repulsive
interaction. The first peak (∼ 0.06 Å−1) of SSC(q)

represents the correlation between protein molecules
in the solution. For increasing salt concentrations, the
peak becomes broader and shifts its position toward
higher q values, which suggests a decrease in the corre-
lation length. Furthermore, SSC(q → 0) increases with
increasing salt concentrations. Therefore, an increase
in salt concentration not only decreases the repulsive
force, but also weakens the correlation between the pro-
tein molecules in the solution.

Figure 4c shows the evolution of S2Y (q) for BLG
(80 mg/ml) for increasing salt concentrations. Start-
ing from low q , the first of the two visible peaks (∼
0.03 Å−1) represents the correlation of clusters formed
whereas the second peak (0.07 Å−1) represents the
correlation between protein molecules [48, 82]. With
increasing salt concentration, the peak shifts toward
lower q values (∼ 0.02 Å−1), which suggests the for-
mation of small clusters with increasing size. This can
be attributed to an increasing particle size, required
to properly fit the data (Fig. 4c). The second peak
(∼ 0.07 Å−1) represents the particle spacing. Due to
the increased particle size induced by an increasing salt
concentration, this peak shifts as well to lower q val-
ues indicating enlargement of particle spacing. Further-
more, S2Y (q → 0) increases with increasing salt con-
centration, thus suggesting a decrease in the repulsive
force.

In Fig. 4d, SSHS(q → 0) increases up to a salt con-
centration of 12 mM, indicating a decreasing repulsive
force. This finding is in line with the reduced second
virial coefficient analysis as well as the 1/I(q → 0) anal-
ysis (Fig. 3). A further increase in salt yields a decay in
SSHS(q → 0) suggesting an increasing repulsive force.
Again, this observation is in line with the analysis of
the reduced second virial coefficient analysis as well as
the 1/I(q → 0) analysis (Fig. 3). The same is true for
BSA with salt concentrations above 5 mM (Fig. 4b); the
only difference is that the strongest observed attraction
is reached at 15 mM salt.

For both proteins, the first visible peak, ∼ 0.05 Å−1

for BSA and ∼ 0.07 Å−1 for BLG, increases in height
and shifts its position toward higher q values, indicat-
ing higher correlation and a diminishing particle spac-
ing, respectively (Fig. 4b and 4c). A similar analysis
was carried out for the proteins OVA and HSA, which
can be found in Figures S6 and S7 in the Supporting
Information.

3.3 Static and dynamic light scattering
characterization of diffusion properties
and interaction

In the following, results obtained by SLS (Fig. 5) and
DLS (Fig. 6) are discussed. Looking at the SLS analy-
sis (Fig. 5) of 20 mg/ml BSA with increasing concen-
trations of Hac (0–50 mM), it becomes apparent that
the low-q trend of the scattered intensities is compara-
ble to the trend discussed for the SAXS analysis (see
Fig. 3). With increasing salt concentration, the inten-
sity increases as well. The highest intensity is visible
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Fig. 5 SLS intensity measurements a and inverse inten-
sity Kc/Rθ, measured at a scattering angle between 70◦

and 90◦ b. For a and b, the measured samples contain
20 mg/ml BSA with increasing concentrations of Hac (0 mM
to 50 mM). The shown lines (solid and dashed) represent
guides to the eye. Note that error bars can be smaller than
the symbols used for display

at 12 mM. A further increase in the salt concentra-
tion yields in a low-q intensity decrease (Fig. 5a). This
behavior of increasing and decreasing low-q intensities
as a function of continuous increasing salt concentration
is labeled reentrant interaction (RI). Moreover, small
clusters with a broad range are visible for 1 mM, for
higher salt concentrations (2–50 mM) the low-q inten-
sity increase indicates the formation of bigger aggre-
gates. Despite the presence of aggregates, no turbidity
which would indicate a phase transition, was recogniz-
able.

The SLS inverse intensity Kc/Rθ (Fig. 5b) fea-
tures a comparable trend to the 1/I(q → 0) SAXS
data shown above (see Fig. 3b). The local minima
can be seen at 12 mM salt which is an indicator
for attractive conditions. For higher molarities, the
intensity increases again, but with a much shallower
slope. Again, this effect may be caused by screen-
ing effects of the Cl− counterion. Nevertheless, differ-
ences between 1/I(q → 0) behavior and the SLS inverse

Fig. 6 a Representative normalized autocorrelation func-
tions (Eq. 5) as a function of decorrelation time for sam-
ples containing 20 mg/ml BSA with increasing concentra-
tions of Hac (0–50 mM). The scattering angle was set to
θ ≥ 70◦. The corresponding diffusion coefficient for the first
of the two decays is depicted in b. The dashed lines repre-
sent guides to the eye. Note that error bars can be smaller
than the symbols used for display

intensity Kc/Rθ are obvious. The most significant dif-
ference between the two is seen at low salt concentra-
tions (0–3 mM), as the decreasing slope is much steeper
for KC/Rθ. However, the local minimum is within the
same range for both measurements. It is important to
note that the SAXS measurements were made with
denser sampling (see Fig. 3b). Another deviation is
observed at 30 to 50 mM. This difference could occur
due to differences in sample preparation or fluctuations.
Similar to above, we assume an uncertainty of 10% due
to sample preparation and data acquisition.

In Fig. 6 the results for the DLS measurements
are presented. The autocorrelation functions (Fig. 6a)
of 20 mg/ml BSA with increasing salt concentrations
(0–50 mM) were fitted (black lines) with a double expo-
nential decay (see Eq. 5). Based on these fits the fast dif-
fusion coefficient (D1) of the dominant dynamic mode
was obtained (see Fig. 6b). However, two decays are
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visible (Fig. 6a), with the most pronounced double-
exponential character to be seen for 1 mM Hac. Impor-
tantly, the second of the two mentioned decays cor-
respond to a slower particle diffusion, meaning bigger
particle sizes. Therefore, this decay can be assigned to
aggregation, which is not within the scope of this paper.

A general trend of increasing decay times (0–1 mM)
followed by decreasing decay times (1–50 mM) is to be
seen (Fig. 6a). This trend of increasing and decreasing
decay times can be ascribed to a RI behavior. Looking
at the diffusion (Fig. 6b), the biggest decrease in the
diffusion coefficient (D1) is to be seen within the range
from 0 to 3 mM. Increasing the Hac concentration yields
a local minimum at 6 mM Hac. Further increase in Hac
concentration does not induce significant changes of the
diffusion but results in a constant value (20–50 mM,
Fig. 6b). The slower diffusion (decrease in the diffusion
constant) indicates dimer and trimer formation, indi-
cating an increasing particle size. Moreover, this is con-
sistent with other data sets presented here (see Fig. 4).

Due to variations in the supplied BLG protein qual-
ity, a reliable DLS measurement was not possible and
is therefore not shown.

3.4 Discussion on the Hac-induced RC Behavior
of DNA/RNA and the absence of RC for BLG,
BSA, HSA, and OVA

The results presented above are compared to both:
Studies investigating RC of negatively charged globu-
lar proteins in the presence of multivalent metal cations
and studies examining RC of DNA or RNA in the pres-
ence of Hac.

First, looking at the phase behavior of negatively
charged globular proteins in solution given the presence
of multivalent cations, RC is observed [46]. The process
of RC is characterized by a phase diagram featuring a
sector consisting of aggregates (Regime II). With con-
tinuously increasing salt concentration at a fixed pro-
tein concentration, redissolution of the formed aggre-
gates occurs [83]. The proteins BLG, BSA, HSA, and
OVA showed RC in the presence of YCl3, LaCl3, FeCl3,
and AlCl3, respectively [46]. The driving force of the
RC is ascribed to both, the cation-mediated inversion
of protein charge upon binding and the intermittent
cation-mediated attraction [26]. Studies investigating
RC, utilizing SAXS have shown that RC is associated
with an increasing, followed by a decreasing, intensity
at low q values, given a constant protein concentra-
tion combined with a continuously increasing salt con-
centration. The SHS fits enabling the determination of
the reduced second virial coefficients showed a similar
behavior [69, 70]. A high intensity at low q values (scat-
tering profile) can be interpreted as attractive inter-
action, since the corresponding reduced second virial
coefficient is negative and hence of attractive charac-
ter. Therefore, the protein-salt system becomes more
and more attractive with a maximum at a given salt
concentration (highest low-q intensity in the scattering
profiles with a corresponding minimum in the reduced

second virial analysis). Typically, the highest attrac-
tion is found within the second regime as aggregates
or clusters are dominating. The subsequent decrease
in low q intensity indicates a weakening of the attrac-
tion accompanied by an increasing reduced second virial
coefficients (transition from Regime II to Regime III)
[69, 70]. The investigated protein-Hac systems, how-
ever, remained within Regime I (see Figs. 1 and 3).
Nevertheless, the course of the scattering profiles and
the reduced second virial coefficients are comparable,
despite the missing optical phase transition to the sec-
ond or third regime, respectively. Therefore, it can be
assumed that the observed attraction is not sufficiently
strong to induce the transition to the second regime.

Considering ion-induced protein interactions with
regard to the different cation radii, it can be seen that
the strength of attraction decreases with increasing
cation radius [80]. Similar observations were made for
HSA in the presence of different lanthanoid cations [84].
Hac features a 420 pm ion radius, whereas the ion radii
of Ho3+ or Y3+ are 4.6 times smaller. The ion radius for
La3+ is four times smaller compared to Hac [85]. A pos-
sible explanation for the decreasing ion-induced protein
attractions with increasing ion radius could be that for
small ion radii, the charge of the ion is concentrated
near the protein binding site [80]. The results of the
investigated proteins in the presence of Hac are in line
with other studies [80, 84], since Hac, being the largest
cation among those listed, evokes the least attraction.
Hence, the ionic radius is one parameter influencing the
ion-protein interaction.

However, structural differences between Hac and the
listed cations have to be considered as well (see Fig. 7a).
Hac features six covalently bonded ammonia ligands
(NH3) arranged octahedrally around the central cobalt
atom that do not exchange with the solvent, yielding
a kinetically stable complex in aqueous solution (see
Fig. 7a) [36, 37, 40]. This structural difference may also
contribute to weaker ion-protein interactions, due to the
fact that the charge of the ion may not be concentrated
near the possible protein binding site.

Yet, Hac induces reentrant condensation of DNA and
RNA, as demonstrated by several studies [30–34, 37].
However, Hac does not induce RC of negatively charged
globular proteins as demonstrated by the experiments
depicted here. The structural differences between DNA,
RNA and proteins are of importance: proteins feature
a complex surface pattern due to inhomogeneously dis-
tributed positive and negative charges. In addition, the
binding sites feature different geometries resulting in
few, but strong binding sites for interactions with mul-
tivalent cations [23]. In contrast, nucleic acids feature a
more homogenous charge pattern. Typically, the preva-
lence of the phosphate backbone is responsible for the
overall negative charge distribution [23]. Given these
structural differences, the reason for RC in DNA and its
absence in globular negatively charged proteins might
be due to different cation binding or bridging mech-
anisms. Considering the mechanism of ion-activated
attractive patches, solvent-exposed carboxyl side chains
of negatively charged globular proteins located at the
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Fig. 7 a Comparison of the two Lewis formulas of the hex-
amine cobalt(III) cation (top; a) and of yttrium cation (bot-
tom; a). In both cases, the chloride counterions of were
omitted to provide a simpler representation. b Ionic Y3+

bridging between two BLG monomers. The schematic was
obtained by use of PDB entry 3PH5 [86], and the Mol*
Viewer software [87]. c Schematic illustration of the P5b
stem-loop group I intron ribozyme with the Hac binding
sites highlighted. The central cobalt atom is shown in dark
pink, while its ammonia ligands (NH3) are highlighted in
blue (N) and white (H). The dashed cyan lines represent
the established hydrogen bonds. The six ammonia ligands
form hydrogen bonds with O6 and N7 of the three guanines
(the right strand of the shown helix) and O4 of the two
uracils (U13 and U14) located on the opposite (left) strand.
The schematic was obtained using JSmol software [88] with
PDB entry 1AJF [36]

protein surface form coordinative bonds with multiva-
lent metal ions such as Y3+.

This process is characterized by an activation and
subsequent occupation of a protein patch. Every pro-
tein features only a limited number of patches on
its surface. Only if an activated patch interacts with
a non-activated (unoccupied) patch of a second pro-
tein, an ionic bridge, which connects the two pro-
tein molecules, can be established (see Fig. 7b) [26].
Therefore, a continuously increasing salt concentration
increases the number of occupied patches, accompanied
by an increasing number of ion salt bridges formed.
Experimentally, the ionic bridge formation can be mon-
itored by the charge inversion of the protein molecules
[26]. For BLG in the presence of Y3+, the ion-activated
attractive patch model is in good agreement as shown
by crystal structure analysis. In this case, the four

bound Y3+ ions contribute significantly to the bridg-
ing contacts of the unit cell (see Fig. 7b) [21, 86]. A
different situation can be seen for HSA in the presence
of Y3+. The majority of contacts are formed by pro-
tein–protein interactions, whereby the influence of the
multivalent cation is noticeably weaker [25].

In comparison to the above, differences can be seen
for the ion-induced DNA condensation. When model-
ing DNA condensation, given the assumption that the
negative charge is solely compensated by Hac cations,
the DNA “wraps” around the ion [32]. Additionally, the
Hac molecule is kinetically stable, which implies that its
six ammonia ligands are not replaced with the solvent.
This feature allows the formation of hydrogen bonds
between the six ammonia ligands and nucleic acids,
with Hac being a so-called hydrogen donor (attributed
to the present 18 hydrogen atoms). The major groove
of DNA represents a typical yet specific binding site for
Hac, as other possible binding sites are less frequently
targeted. In the presence of a sufficiently high Hac con-
centration, the form of DNA is altered [35, 37] from B-
DNA (right-handed helices, “average” DNA confirma-
tion reported by Watson and Crick) to either A-DNA
(slightly different confirmation but also right-handed
helices) or Z-DNA (different DNA confirmation featur-
ing left-handed helices) [37, 89]. Interestingly, the shape
of Z-DNA offers a good fit of the Hac complex and
allows the formation of five hydrogen bonds together
with O6 guanine, N7 guanine and the present oxygen
atoms of the phosphate backbone. In comparison, B-
DNA does not offer these characteristics [37]. A-DNA
features an easily accessible large major and a less pro-
nounced minor groove compared to B-DNA. Within
this major groove of A-DNA, two adjacent negatively
charged phosphate backbones can be neutralized by the
trivalent Hac cation, which may be the reason for the
favoring of A-DNA [37]. Looking at an nuclear mag-
netic resonance study of the P5b stem-loop of the group
I intron ribozyme RNA (see Fig. 7c), [36] the exact
binding of the Hac-complex was elucidated. The major
groove features not only a negatively charged surface
but also several acceptors for hydrogen bond formation
with the Hac ion [36]. The hydrogen bonds are formed
between the Hac complex and O6 as well as N7 of the
three guanines (G7, G6, and G5) and the O4 of the two
uracil nucleobases (U13 and U14; see Fig. 7c) [36]. A
similar behavior was found for NMR studies with group
II intron Sc.aI5γ [35]. Here, the three determined Hac
binding sites featured similar conditions of additional
stabilization due to hydrogen bonds [35]. Therefore,
these results suggests that the binding of Hac requires
not only negative charges, but multiple hydrogen bonds
to induce condensation. These requirements are fulfilled
for DNA or RNA but are not met in the case of globular
proteins.
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4 Conclusion

The comparison of several multivalent cations with Hac
shows that Hac features by far the largest cation radius
(420 pm). This is in line with an observed decreasing
ion-induced protein interaction strength with increas-
ing cation radius. Furthermore, the obtained reduced
second virial coefficient analysis shows that none of the
protein-Hac systems investigated induces strong enough
attraction, resulting in the absence of LLPS due to
insufficient attractions. This was also confirmed by SLS
and DLS measurements, which indicate cluster forma-
tion and oligomerization (formation of dimers/trimers),
but neither phase transition nor LLPS was observed.

Another possible aspect contributing to the RI
behavior of globular negatively charged proteins (BLG,
BSA, HSA, and OVA) in the presence of Hac could be
the low charge density of Hac. This might occur due
to widely distributed charges that act as single coun-
terions, resulting in nonspecific binding of Hac which
is sufficient to induce RI but insufficient to induce RC.
Moreover, differences in the binding mechanism of mul-
tivalent metal ions to proteins and Hac to RNA/DNA
become apparent. While the multivalent cations inter-
act with the solvent-exposed carboxyl side chains of
negatively charged globular proteins (e.g.,, BLG with
Y3+), the Hac cation features additional hydrogen
bonds when binding to a DNA groove. Therefore, the
binding of the Hac cation to DNA is not only spe-
cific, but requires a precise fit, negative charges, and
atoms to form hydrogen bonds with. This leads to the
assumption that Hac mostly binds through hydrogen
bonding. So far, however, all crystal structures of neg-
atively charged proteins in the presence of multivalent
cations resolved by our group indicate that the binding
mechanism is of electrostatic nature, implying that net
negatively charged residues complex the cation [21, 25,
90]. Hence, hydrogen bonding of Hac with the globu-
lar, net negatively charged proteins may occur. This is
in turn supported by the herein presented experiments,
such as the formation of clusters, confirmed by SLS and
DLS and, the weak RI confirmed by SAXS. Therefore,
this could be an explanation for the presence of RI and
absence the of RC in the investigated protein-Hac sys-
tems.
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