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The length-scale of phase separation in organic semiconductor donor-acceptor mixtures, while

being crucially important for applications, is a non-trivial parameter to control in non-equilibrium

thin film growth. We present a comprehensive study of all the important parameters that can be

used to tailor the length-scale of phase separation in organic semiconductor mixtures. We

employed different substrate temperatures, different growth rates, time-dependent deposition rates,

and surface functionalization layers. We found not only that the substrate temperature is most

prominent in influencing the length-scale of phase separation in the studied parameter range, but

also that other routes can be used to tailor this length-scale. VC 2015 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4935545]

Thin-film growth is fundamentally a non-equilibrium

process, since achieving equilibrium is permanently dis-

turbed by incoming material and energy.1,2 Even for growth

of single-compound films, small changes in the preparation

conditions, such as deposition rate, substrate temperature, or

substrate-adsorbate interaction, can lead to significantly dif-

ferent film structures and morphologies.3 For mixtures of

two (or more) compounds, the picture is even more complex.

There are at least three idealised cases of how two materials

may intermix: (a) solid solution—a stochastic mix of the two

materials forms, (b) ordered complex—two materials show a

mixed phase with periodic long-range order, and (c) phase

separation—two ingredients tend to form separated domains

of their pristine phases. The resulting mixing scenario

depends on several parameters—inter alia the interaction

energies between the different species, on the sterical com-

patibility in the case of molecules, and also on the prepara-

tion conditions like substrate temperature (Tsub), and/or

deposition rate (rdep).4–8

Mixtures of two organic compounds are often used in

organic electronics, especially in organic photovoltaic

(OPV) cells. Regarding the efficiency of the latter, it has

been demonstrated that the length-scale of phase separation

(ls) of the electron donating and electron accepting material

is crucially important, particularly in comparison to the

length-scales of the electronic processes (i.e., exciton diffu-

sion length) of the system.9 On the one hand, if ls is too

small, free charge carriers might be trapped and their extrac-

tion hindered. On the other hand, if ls is too large, excitons

might not reach the donor-acceptor interface, which is neces-

sary for the charge separation. If ls is even larger, electrical

short circuits may occur. From these considerations, one can

conclude that the efficiency of OPV cells peaks for a certain

ls. This work is devoted to different ways of tailoring ls,
which can lead to improved efficiency of OPV cells.

OPV cells comprising the donor-acceptor combination

of diindenoperylene (DIP) and buckminster fullerene (C60)

have been reported to have excellent values for the solar cell

parameters, in particular, an extraordinarily high fill factor.10

Furthermore, kinetically limited delayed phase separation

has been reported to occur, keeping in mind the sterical

incompatibility of the molecules.11 DIP itself has a high

exciton diffusion length,12 exhibits ambipolar transport prop-

erties,13 and its structural and morphological properties have

been extensively studied.14–18 C60 is a commonly used

acceptor material in OPV cells.19–21 The two materials to-

gether form a prototypical system of phase-separating mix-

tures; this offers the opportunity for a detailed understanding

of the fundamental aspects of such material pairs, in general.

FIG. 1. Schematic of kinetically limited phase separation in a molecular

mixture with length-scales of phase separation (ls) for both materials A (lAs )

and B (lB
s ). A high (low) substrate temperature, a low (high) deposition rate,

interrupted (continuous) growth, or a functionalization layer (bare substrate)

can be used to increase (decrease) the length-scale of phase separation.a)Electronic mail: alexander.gerlach@uni-tuebingen.de
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In bilayer geometry, where C60 is prepared on top of the

DIP, a strong templating effect of the DIP, which improves

its crystal structure significantly, has been reported.22

Here, we compare different routes to engineer the length-

scale of the phase-separation in DIP:C60 mixed thin films pre-

pared via organic molecular beam deposition. Fig. 1 depicts

the various control parameters, which can be used for tailoring

the phase-separation length-scale (ls). In the conventional

approach, the growth mainly depends on the ratio of the diffu-

sion rate of the molecules D(T) to the incoming flux of mole-

cules (i.e., the deposition rate rdep).1 However, further

methods can be used, such as a time-dependent deposition

rate, as in interrupted growth, or surface functionalization.

The bottom left-hand-side of Fig. 1 depicts low D(T) and a

high flux of incoming molecules, leading to a short length-

scale when phase separating, whereas on the bottom right-

hand-side, relatively high D(T) and a small effective incoming

flux lead to relatively large domains and, hence, a larger

length-scale of phase-separation. We studied systematically

the influence of all of the experimental parameters described

above; the details of which are listed further below.

The films were characterised by in situ X-ray diffraction

experiments, namely, X-ray reflectivity (XRR) and grazing

incidence X-ray diffraction (GIXD). The roughness was

extracted from the XRR data and GIXD, provided the aver-

aged coherently scattering in-plane domain size Dcohk, which

is used as a gauge for the phase separation length-scale ls.
Sublimation-grade DIP was obtained from the University

of Stuttgart and C60 was purchased from Creaphys. The or-

ganic films were prepared via organic molecular beam deposi-

tion and investigated directly in a portable ultra-high vacuum

chamber.23 Native silicon oxide (nSiO) (oxide layer thickness

�2 nm) was used as a substrate. The pressure in the vacuum

chamber was less than 2� 10�9 mbar during the deposition.

The preparation parameters were varied for different samples,

including the substrate temperature Tsub, the deposition rate

rdep, and the surface energy of the substrate, by applying a

thin organic (DIP or C60) layer. The deposition rates were

controlled with a quartz crystal microbalance (QCM), which

was calibrated via XRR.24 The X-ray characterisation was

performed at the ID10 beamline of the ESRF, with an energy

of 14.0 keV (wavelength k¼ 0.886 Å). The critical angle of

the samples at this energy was 0.13�, and an incident angle of

0.1� was used for the GIXD scans. The XRR data were fitted

using Parratt’s formalism25 with GenX26 up to qz-values of

0.2 Å�1 for a quantitative analysis of the film roughness. The

Bragg peaks of the GIXD data were fitted with Gaussian pro-

files, and Scherrer’s formula was used to calculate the coher-

ently scattering in-plane domain size Dcohk¼ 2p � 0.94/

FWHM, where 0.94 is Scherrer’s constant for spherical-like

particles and FWHM is the full-width at half-maximum of the

fitted peak.27 No broadening due to the experimental setup

was included in the fit; hence, the values reported here repre-

sent lower limits for Dcohk.

Methods for tailoring the length-scale of phase separa-
tion. The four different methods sketched in Fig. 1 were

employed to tailor the length-scale of phase separation for

DIP:C60 1:1 mixtures. A nominal thickness of 20 nm was

anticipated for all films. Table I lists the various parameters

employed for the film growth. Three different Tsub (243 K,

303 K, and 373 K) were studied to vary the diffusion length

D(T) of the molecules on the substrate. Furthermore, the depo-

sition rate rdep was varied. At low rdep (rlow
dep ¼ 0:15 nm=min),

the probability that molecules can form a new domain before

attaching to an existing one is much lower as compared to

the high rdep (rhigh
dep ¼ 1:2� 1:4 nm=min). Another way to

vary the growth is to interrupt the growth in a systematic

manner.28 We allowed different growth and interruption

times for both the low and high rates. At rlow
dep, we deposited

for 400 s, which corresponds to depositing 1 nm followed by

a break of 120 s. This deposition-break cycle was repeated 20

times in total in order to reach a nominal film thickness of

20 nm. Molecules were evaporated for 75 s, followed by the

flux being interrupted for 75 s, in the case of rhigh
dep . The depos-

ited material amounted to 1.5 nm per cycle. The procedure

was repeated up to a total thickness of 20 nm. One additional

method to change the diffusion length is to change the sub-

strate potential by employing either a monolayer of DIP or a

thin C60 layer before co-deposition of both the materials. The

resulting film architecture resembles a so-called planar mixed

heterojunction, which, with the same material combination,

has already been successfully employed for OPV devices.29

TABLE I. Different deposition strategies for the preparation of DIP:C60 (1:1) mixtures investigated in this study. The preparation of the templating layers are

described in the text. The evaporation rates marked with * are the rates employed during the open shutter for growth runs with non-continuous rate. The thick-

nesses d and roughnesses r (error for both is 60.1 nm) were determined from XRR. The in-plane coherent crystal size Dcohk is averaged over several reflec-

tions and calculated via Scherrer’s formula (error for each is 60.3 nm). The values in the bottom row (temp. DIP) correspond to the pure DIP template.

Tsub (K) Template rdep (nm/min) Int. d (nm) r (nm) Dcohk C60 (nm) Dcohk DIP (nm)

243 No 0.15 No 18.3 2.3 3.3 n.a.

243 DIP 0.15 No 18.0 0.6 3.2 n.a.

303 No 0.15 No 17.9 3.3 3.3 n.a.

303 DIP 0.15 No 16.9 2.8 3.0 11.3

303 C60 0.15 No 19.0 2.8 3.6 4.5

303 No 0.15* 400/120 19.2 3.6 3.2 n.a.

303 No 1.20 No 19.6 2.4 n.a. 3.5

303 No 1.20* 75/75 20.0 2.9 3.3 6.4

373 No 0.15 No 20.8 5.5 7.5 35.5

373 DIP 0.15 No 21.2 5.1 8.0 47.4

373 No 1.42 No 22.6 5.0 8.4 11.9

303 Temp. DIP 0.15 n.a. n.a. n.a. n.a. 6.9
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Changing the substrate temperature. The XRR and

GIXD data for the different Tsub are depicted in Figs. 2(a)

and 2(b), respectively.24

Considering the out-of-plane data (Fig. 2(a)), all peaks

can be associated either with standing-up DIP15 or with the

fcc C60 structural phase.30 No additional peaks are observed,

indicating that the materials phase-separate, and no new

crystal structure is formed. In general, C60 crystallites on

SiO2 are oriented randomly with no preferred out-of-plane

order.22 With increasing substrate temperature, the out-of-

plane crystallinity of the DIP improves, as evidenced by the

enhanced DIP (0 0 1) and (0 0 2) Bragg peaks at

qz¼ 0.37 Å�1 and qz¼ 0.74 Å�1. Another obvious trend is

the increase of surface roughness (r) with increasing sub-

strate temperature, which can be concluded from the damp-

ing of the Kiessig oscillations in the low qz region.31 The

extracted thicknesses and r are summarized in Table I. The

evolution of r from 2.3 nm to 5.5 nm with increasing temper-

ature is depicted in Fig. 2(c).

The results of the GIXD measurements are shown in Fig.

2(b). As seen in the out-of-plane data as well, only Bragg

peaks associated with either standing-up DIP or the fcc struc-

ture of C60 appear. Generally speaking, the crystallinity of the

films increases with increasing Tsub, visible in the sharper

Bragg reflections at higher Tsub. The values extracted from the

GIXD data are listed in Table I and visualized in Fig. 2(c–I).

At Tsub¼ 243 and 303 K, only the C60 (1 1 1) peak can be dis-

tinguished clearly. The other Bragg peaks are buried under a

wide hump in the qxy¼ 1.0–1.8 Å�1 range, indicating that no

large crystallites of any of the two materials are formed.

Further increasing Tsub to 373 K, Dcohk of C60 and DIP

increases from 3.3 to 7.5 nm and to 35.5 nm, respectively.

Interestingly, at Tsub¼ 373 K, two additional peaks at

qxy¼ 1.21 Å�1 and 1.76 Å�1 are observed. These two peaks

can be associated with domains of an ordered DIP polymorph,

already observed in pure DIP films.32 Dcohk of these two peaks

are 23.5 nm and 16.8 nm, respectively. These peaks are not

observed for any of the other films.

Changing the deposition rate. The film prepared at

303 K with rhigh
dep shows a slightly better out-of-plane crystal

structure than the low-deposition-rate film. Additionally,

this film is the one with the smallest surface roughness at

Tsub¼ 303 K. In contrast to the out-of-plane data, the in-

plane data of the high-rate film show only weak peaks cor-

responding to DIP and no C60 features at all. The latter is

quite surprising since all other films show at least a broad

Bragg peak corresponding to the C60 (1 1 1) orientation.

However, at Tsub¼ 373 K, increasing rdep by one order of

magnitude influences strongly the in-plane structure: Dcohk
of DIP decreases from 35.5 nm to 11.9 nm. For C60, Dcohk is

slightly higher (from 7.5 nm to 8.4 nm) (Fig. 2(c) II). The

latter might be due to small variations in the mixing ratio,

which might vary slightly over the preparation process.

Time-dependent deposition rate. There is basically no

difference in the out-of-plane structure observed for the in-

terrupted growth and the normal growth, at rlow
dep. Also, the in-

plane structure is very similar in both cases (Fig. 2(c) III,

left hand side). However, interrupted growth at rhigh
dep , leads to

a slightly better ordered film in the out-of-plane direction

compared to the continuous growth with the same deposition

rate. In addition, r is slightly higher (2.4 nm vs. 2.9 nm) for

the interrupted growth. The changes are more significant for

the in-plane structure. Interrupting the growth causes Dcohk
of DIP to increase to 6.4 nm (from 3.5 nm) and Dcohk of C60

to 3.3 nm, respectively, whereas, the latter cannot be deter-

mined at rhigh
dep without interruptions (Fig. 2(c) III, right hand

side).

Functionalization of the substrate. The DIP layer was

employed at three different Tsub—243 K, 303 K, and

373 K—whereas, that of C60 was used only at 303 K

FIG. 2. (a) XRR data of DIP:C60 at different substrate temperatures. Solid lines are fits using Parratt’s formalism. (b) GIXD data of the same mixtures. Solid

lines are fits to the data. (c) Evolution of Dcohk and r for different growth modifications. (I) Different substrate temperatures on bare nSiO. (II) Comparison for

the high vs. low rdep at Tsub¼ 373 K. (III) Normal vs. interrupted growth at low rdep and high rdep (Tsub¼ 303 K). (IV) Bare substrate vs. C60 and DIP function-

alization layer at Tsub¼ 303 K. (V) Different substrate temperatures on DIP functionalization layer.
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(Fig. 2(c) V and IV, respectively). For the DIP layers, r is

slightly smaller than the ones of films without a functionali-

zation layer, at all Tsub. Coincidently, Dcohk of DIP is

increased by employing a DIP layer to 11.3 nm at 303 K

(where Dcohk cannot be determined without the DIP layer)

and from 35.5 nm to 47.4 nm at Tsub¼ 373 K. Dcohk of C60 is

not changing significantly upon employing a DIP functional-

ization layer, for the two higher Tsub. At Tsub¼ 243 K, Dcohk
of DIP (cannot be determined) and C60 (3.3 nm), respec-

tively, do not change when first depositing a pure DIP layer.

For the C60 layer, the effect is similar. A small increase of

Dcohk of DIP to 4.5 nm is observed, and Dcohk of C60 is

increased from 3.3 nm to 3.6 nm. Please note that Dcohk of

the DIP monolayer is 6.9 nm, and different from the values

of the mixtures.

The different preparation conditions reported within this

study have a significant impact on the growth of the DIP:C60

mixtures. The strongest influence, within the studied parame-

ter space, can be associated with the Tsub during the growth.

A higher Tsub implies a higher diffusion energy of the mole-

cules and this allows molecules to rearrange on the surface

to an energetically favourable position, leading to a larger

length-scale of phase-separation ls. Together with this, also a

higher roughness r is observed. Simultaneously, at a low

Tsub, the films show a very low crystallinity, and therefore,

no real phase-separation at all, yet, the films are relatively

smooth. This indicates a positive correlation between ls and

r of the films. However, it is not easy to conclude from a

rougher surface a higher ls directly, since the differences in r
are relatively low compared to the differences observed for

ls. Interestingly, no indications of lying-down DIP molecules

or the low-temperature bulk crystal phase are observed at

Tsub¼ 243 K, as is the case for pure DIP films at 233 K.16

It is usually the case that either a high deposition rate or

a low Tsub should have a similar effect on the phase separa-

tion. At Tsub¼ 373 K, the influence of decreasing rdep by a

factor of ten on Dcohk of DIP is of the same order as increas-

ing Tsub from 303 K to 373 K. Nevertheless, decreasing the

deposition rate at low substrate temperatures has a signifi-

cantly smaller influence on ls than increasing Tsub. However,

higher deposition rates lead to a smoother film surface for

the investigated Tsub.

Interrupting the growth periodically increases the av-

erage diffusion length on the surface. In the case of a rela-

tively low deposition rate (0.15 nm/min), interrupting the

growth seems to have no influence on the structure of

the mixture. Nevertheless, the controlled interruption of

the growth leads to actually higher crystallinity, in the case

of a high deposition rate (1.2 nm/min). The growth condi-

tions at rlow
dep and Tsub¼ 303 K seem to be relatively close to

equilibrium conditions, since the interruptions have no

influence.

A DIP monolayer under the mixture has a strong tem-

plating effect on the film growth and improves mainly the

DIP crystal structure, leading to a larger length-scale of

phase separation at 303 K and 373 K. At 243 K, this effect is

not observed. A C60 functionalization layer at Tsub¼ 303 K

does not show an effect as pronounced as for DIP, but it is

observable. Employing a functionalization layer seems to

decrease the interaction potential between the substrate and

the molecules, resulting in a higher diffusion length of the

molecules, and therefore, in more phase separation.

However, at low substrate temperatures, the effect of the low

D(T) due to the low Tsub is outweighing the benefit of a

favorable surface potential.

Using mixtures with ls lower than the exciton diffusion

lengths of the materials (for DIP and C60 100 nm12 and

40 nm,33 respectively, under ideal conditions), but still as

large as possible should improve OPV cells. Our results

are already close to the optimum; however, the methods

presented in this work can be extended easily to increase ls
further for even better charge transport, as in the following:

higher Tsub (with the desorption temperature as upper

limit), lower rdep, a specialized surface functionalization,

or different preparation methods, which are closer to ther-

mal equilibrium, e.g., organic vapor phase deposition34 or

hot wall epitaxy.35 OPV cells with mixtures of DIP:C60

prepared on a thin DIP functionalization layer show do-

main sizes of �90 and �20 nm for DIP and C60, respec-

tively. For this type of cells, the short circuit current is

significantly higher than for the geometry where pure C60

is put on pure DIP, since in the latter case probably less

excitons reach the interface between the two materials to

be separated.36

Summarizing, we have shown all the important tools to

tailor the length-scale of phase separation in organic semi-

conductor thin film blends. The strongest impact observed

was the substrate temperature. Also, the deposition rate as

well as the functionalization layers can be employed to gain

a similar effect, especially in cases when the substrate tem-

perature cannot be changed.
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