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ABSTRACT: The photophysics of organic semiconductor (OSC)
thin films or crystals has garnered significant attention in recent
years since a comprehensive theoretical understanding of the
various processes occurring upon photoexcitation is crucial for
assessing the efficiency of OSC materials. To date, research in this
area has relied on methods using Frenkel−Holstein Hamiltonians,
calculations of the GW-Bethe−Salpeter equation with periodic
boundaries, or cluster-based approaches using quantum chemical
methods, with each of the three approaches having distinct
advantages and disadvantages. In this work, we introduce an
optimally tuned, range-separated time-dependent density func-
tional theory approach to accurately reproduce the total and
polarization-resolved absorption spectra of pentacene, tetracene,
and perylene thin films, all representative OSC materials. Our approach achieves excellent agreement with experimental data (mostly
≤0.1 eV) when combined with the utilization of clusters comprising multiple monomers and a standard polarizable continuum
model to simulate the thin-film environment. Our protocol therefore addresses a major drawback of cluster-based approaches and
makes them attractive tools for OSC investigations. Its key advantages include its independence from external, system-specific fitting
parameters and its straightforward application with well-known quantum chemical program codes. It demonstrates how chemical
intuition can help to reduce computational cost and still arrive at chemically meaningful and almost quantitative results.

1. INTRODUCTION
Organic semiconductors (OSCs) have been intensively
investigated for many years, as their structural flexibility,
chemical tunability, and low production costs would be ideal
prerequisites for efficient electronic devices. While in the field
of light-emitting diodes, market readiness has already been
achieved, in other areas, the efficiency still has to be
significantly increased. For the development of efficient design
and optimization strategies for new materials, suitable
theoretical approaches are needed, but they pose fundamental
challenges. These arise from the fact that most material
properties are determined by a large number of competing
processes and a complicated interplay between the molecular
units. The resulting size of the system combined with the
complexity of the electronic structure of aggregates of organic
semiconductors makes reliable calculations very challenging.
Three main approaches have emerged for describing OSCs,

each with its advantages and disadvantages. A very important
and very successful approach is based on model Hamiltonians,

such as the Holstein−Peierls approach.1,2 Such approaches can
handle very large systems and therefore provide very detailed
assignments of spectra.3−5 Newer approaches can also
accurately describe the formation of excimers.6 Nevertheless,
problems arise in the prediction of new materials since many of
the necessary parameters rely on available experimental data.

Solid-state approaches involving the Bethe−Salpeter equa-
tion (BSE) in combination with the GW approximation
provide very accurate information about the total and even
polarization-resolved absorption spectra of crystals or different
polymorphs of thin films. Further advantages arise because
these approaches formally consider the entire crystal or thin
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film.7−12 However, the required periodic boundary conditions
complicate the description of local disorder or relaxation
effects such as the formation of excimers.
Cluster approaches considering only a small region of the

total system have exactly opposite problems. Local perturba-
tions or relaxation processes like excimer formation can
apparently be described very well, as many successful studies
indicate.13−19 On the other hand, for effects that are essentially
based on delocalized excitons, such as absorption spectra, such
approaches fail. This failure naturally raises the question of
whether the agreement with experimental data found in the
description of relaxation processes is due to fortuitous error
compensation.
In a recent study,20 we showed that the erroneous

description of the absorption spectrum of the pentacene
crystal by cluster approaches using linear-response time-
dependent density functional theory (TD-DFT) results from
two major sources of error. First, the use of standard range-
separated exchange−correlation (xc) functionals such as
ωB97X-D3 does not capture the energy position of charge-
transfer states with sufficient accuracy. In addition, only those
clusters in which the environment of the individual monomers
is as similar as possible are suitable for description. Tiny
differences in their environments already cause localization of
excitons on individual monomers, resulting in incorrect
spectra. In contrast, if suitable clusters are used and optimal
tuning is applied to correct the range-separated func-
tionals,21,22 excellent accuracy is obtained for both the total
and the polarization-resolved absorption spectra.
Beyond our previous proof of principle,20 this paper gives a

more detailed insight into our cluster-based approach,
including dependencies on different factors such as the
composition of the clusters and their geometries, the range-
separation parameters, the choice of xc-functionals and basis
sets. Additionally, the influence of vibrational effects is
investigated. For further validations, calculations were carried
out for tetracene analogous to those for pentacene. Both are
prototypical OSCs for which countless experimental and
theoretical studies investigating their thin films and crystals
have been published.3−5,9,12,23−27 A list of works and a short
summary of the respective results are given in Tables S1 and
S2. Finally, to demonstrate the transferability of our protocol
to more complex crystal structures, we employed it to simulate
the absorption spectrum of the monoclinic α-phase of
perylene.
To investigate the possible effects of error compensations,

we have performed benchmark calculations. Multireference
approaches like MR-CI or CASPT2 provide ideal reference
results for benchmarks due to their ability to deliver very
accurate results for excited states,28−31 potential energy
surfaces,32,33 as well as other molecular properties.34−36 With
some limitations, this also applies to linear-response
approaches such as CC2,37 their spin-component scaling
(SCS) variants,38,39 and coupled-cluster approaches like
DLPNO-STEOM-CCSD.40−42 However, for systems with
many atoms as the clusters investigated in this work, they
are computationally too expensive. Hence, we tested the
accuracy of TD-DFT calculations using pentacene and
tetracene monomers as model systems.
This work is organized as follows: we commence by

providing technical details and proceed to assess the accuracy
of different quantum chemical approaches. This evaluation
involves comparison with experimental data and highly

correlated wave function-based computations for single OSC
molecules. Notably, we conduct these calculations for single
molecules due to their computational cost, which becomes
prohibitive when dealing with the molecular clusters used in
subsequent analyses. We then explore the use of molecular
clusters to simulate the absorption spectra of the OSC crystals,
investigate photoinduced relaxation effects, and assess the
influence of vibrations. Section 3.3 comprises the simulations
of the total and polarization-resolved spectra, including peak
assignments and comparisons with the previous results.
Sections 3.4 and 3.5 are dedicated to discussing the criteria
governing the selection of clusters, xc-functionals, and atomic
basis sets to achieve good agreement with experimental
measurements. Finally, in Section 3.6, we present our
calculations for the spectra of α-perylene crystals. There, we
focus on electronic effects and the prerequisites for cluster
selection. Finally, our work concludes with a summary of the
main results and an outlook.

2. COMPUTATIONAL DETAILS
The Orca software package43−45 was employed for TD-DFT
calculations in both vacuum and utilizing the polarizable
continuum model (PCM). In selected cases within the PCM
approach, complementary calculations using the Q-Chem 5.3
software46 were also performed. CASPT2 calculations were
conducted using OpenMolcas,47,48 where [x, y] indicates the
active space comprising x electrons in y orbitals. State-averaged
(SA) and state-specific (SS) calculations were performed. In
some calculations, we introduced an imaginary shift in the
perturbation theory correction, denoted as “Im.”, to avoid the
problem of weak intruder states.49 The resolution of identity
(RI)50,51 approximation and SCS38,39 were applied for SCS-
ADC(2) and SCS-CC2 calculations, which were done using
Turbomole 7.4.52 Excited state analyses were performed with
TheoDORE 2.3.53 In this case, we employed electron−hole
correlation plots (e−h plots) to gain insights into the character
of the various excitations with respect to selected fragments of
the whole system. Diagonal positions indicate local excitations
on a given fragment, often termed Frenkel excitations.
Nondiagonal elements, on the other hand, represent
excitations between fragments, often labeled as charge-transfer
(CT) states. In these plots, the shading of the square
corresponds to the proportion of this position to the excited
state, with darker squares indicating a higher contribution. The
CT value ranges from 0 to 1, where 0 stands for a pure Frenkel
and 1 indicates a pure CT excitation. Another essential
descriptor employed in our analysis is the participation ratio
(PR), which quantifies the number of fragments involved in a
given excited state. For tetracene and pentacene, each
monomer served as a single fragment. However, for perylene,
we selected dimers as the fundamental units (further details are
provided below). Additionally, the RMSeh value denotes the
mean distance between the electron and hole and is measured
in Å.

The works of Spano and co-workers underscore the critical
importance of correctly describing the mixing between Frenkel
and CT states for accurate simulations of the absorption
spectra of thin films of pentacene and tetracene.3,5 For CT
states, gradient-corrected or hybrid functionals often under-
estimate the excitation energies by more than 1 eV,54 while
TD-HF overestimates their excitation energies by 1 eV or
more.55,56 Range-separated functionals provide more accurate
predictions for CT states57−59 but still tend to overestimate

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.3c01107
J. Chem. Theory Comput. 2023, 19, 9369−9387

9370

https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.3c01107/suppl_file/ct3c01107_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.3c01107/suppl_file/ct3c01107_si_001.pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.3c01107?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


their excitation energies. Recently, it has been found that the
so-called optimally tuned functionals give very accurate
predictions, especially for CT states.21 Optimally tuned
functionals are range-separated functionals for which the
corresponding range-separation parameter ω is tuned by
minimizing the following quantity60,61

= + + +J( ) ( ( ) IP( )) ( ( ) EA( ))HOMO
2

LUMO
2

(1)

where IP is the computed ionization potential, EA the
computed electron affinity, and εHOMO and εLUMO are the
highest occupied molecular orbital (HOMO) and lowest
unoccupied molecular orbital (LUMO) energies. The range-
separation parameter ω that minimizes eq 1 is then used in the
subsequent TD-DFT computations. This procedure has the
advantage that ω is not fitted with respect to some
experimental parameter but enforces Koopmans’ theorem for
the neutral and anionic systems as accurately as possible.
Please note that Koopmans’ theorem should hold for the exact
Kohn−Sham theory.62,63 Hence, a better description of CT
states may occur since computed ionization energies are
strongly improved in this approach.64

The exchange energy of a range-separated functional is given
by the following components

= + + +

+ +

E E E E

E E

(1 ) ( )

(1 )

x x x

x

xc
RSH

,F
SR,

,GGA
SR,

,F
LR,

,GGA
LR,

c,GGA (2)

In vacuum, α + β = 1 for the potential to be asymptotically
correct. For ωB97X-D3, α = 0.2. If optimal tuning is
performed in vacuum, α and β are left unchanged, and only
the parameter ω appearing in Ex,GGA

SR,ω , Ex,FLR,ω, and Ex,GGA
LR,ω is

varied. To distinguish between standard and optimally tuned
functionals, the latter are marked with the subscript T (e.g.,
ωTB97X-D3 instead of ωB97X-D3). Unless otherwise noted,
we employed this kind of optimal tuning in the present work.
In the actual computation of the spectra, we used the resulting
ω value in combination with a conductor-like polarizable
continuous model (C-PCM)65 with ε = 3 and n = 1.7 to
account for polarization effects arising from the neglected
crystal environment.
Besides the optimal tuning in vacuum, other approaches

were suggested. In the dielectric screening approach as
described by Kronik and Kümmel66 and references therein,
the dielectric constant ϵ is incorporated directly into the
functional by enforcing α + β = 1/ϵ to account for the
environment. In our specific case with ϵ = 3 and α = 0.2, β was
therefore changed to 0.133. However, this approach was found
to be inappropriate for the investigated systems (see
Supporting Information Section S12). Alternatively, the
optimal tuning procedure can also be performed with PCM
included, even though this approach is generally discouraged in
the literature.66 Nevertheless, we performed tests using this
approach, but the results indicated its inappropriateness (see
below).
Direct computations relying on simple crystal structure data

are often susceptible to errors stemming from experimental
factors, such as the position of hydrogen atoms or theoretical
deficiencies. Performing full cluster geometry optimizations
mostly yields inaccurate structures, as they do not consider the
steric influence of the crystal environment. Therefore, we
employed a two-step procedure to optimize both intra- and
intermonomeric geometries. First, the cluster structures were

extracted from the respective crystal structures, obtained from
Schiefer et al.67 for pentacene and Campbell et al.68 for
tetracene. Fully optimized monomer structures, utilizing
ωB97X-D3/def2-SVP with cluster-specific ω and PCM, were
subsequently positioned at the center of mass of the molecules
within the crystal structure unless explicitly stated otherwise.
The influence of using optimized monomer structures is
substantial, particularly on the total energy. When employing
the experimental crystal structure without any optimization,
the ground-state energy is approximately 18 eV higher than
that of the structure where monomers were optimized. In
contrast, optimizing only the C−H bonds results in a marginal
energy increase of merely 0.11 eV.

To include broadening effects in the absorption spectra, the
electronic stick spectra obtained from the transition dipole
moment of the excitations (T2) were superimposed with
Gaussian functions [full width at half-maximum of 100 meV].
Vibrational effects were explicitly included as described below.

3. RESULTS AND DISCUSSION
3.1. Benchmark Calculations for the Pentacene

Monomer. Due to their molecular size, the employed clusters
are too large to perform a benchmark against high-level wave
function-based approaches. Thus, we rely on pentacene and
tetracene monomers for this purpose, and their computed
values in this study are presented in Tables 1 and S8,
respectively. In turn, Tables 2 and S9 list selected previous
computational and experimental results with which our data
are compared. It is noteworthy that the often cited
experimental 0−0 transition by Biermann and Schmidt69 is,
in fact, a theoretically corrected value extrapolated from
solution spectra.

In our previous work,20 we compared the accuracy of DFT
and wave function-based methods for the S1 state of the
pentacene monomer. In the present work, we extend the
investigation to the higher electronic states of pentacene and
also include the tetracene monomer in the study. Table 1 gives
selected results for the excited states of the pentacene
monomer, while Table S8 summarizes the corresponding
data for the tetracene monomer. More data for pentacene are
given in Table S3. For pentacene, [14,14]CASPT2 was chosen
as the reference method. To maintain consistency with respect
to the number of π electrons in the active space, we used a
[10,10]CASPT2 approach for tetracene. The involved MOs
for pentacene are sketched in Tables S4 and S5. The
corresponding MOs for tetracene are recovered by removing
the portion of the central six-membered ring from the
pentacene MOs. The most important configurations of the
CASSCF wave functions for the various states are given in
Table S6. The configurations for tetracene follow the same
pattern, albeit with a smaller CAS space. More information
about the electronic characteristics of the various states can be
found in the literature summarized in Tables 2 and S9.

Consistently, all methods predict that for both acene
molecules, the equilibrium geometry of the S1 state is slightly
elongated compared to the S0 geometry (Figure S1). The
magnitude of this variation depends on the chosen method-
ology, but the differences between the methods remain
relatively small (Figures S2). For example, in the case of
pentacene, [14,14]CASSCF/ANO-S-VDZP predicts an elon-
gation along the long molecular axis of 0.02 Å, while B3LYP/6-
31G* and ωB97X-D3/def2-TZVP both predict a slightly larger
variation of 0.06 Å. This elongation is in line with the nodal
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structures of the orbitals involved (HOMO → LUMO, see
Table S4). DLPNO-STEOM-CCSD/def2-TZVP single-point
calculations indicate that the CASSCF-predicted geometries
for S1 are the most accurate for both molecules, although the
energy differences are less than 0.1 eV. Furthermore, for the
ground states, the energy differences are even smaller, being

less than 0.01 eV. Despite the minor geometric adjustments,
these relaxations lower the S1 state by 0.2−0.3 eV. Additional
vibrational effects (0−0), which were solely computed at the
TD-DFT level, have a smaller impact (≤0.05 eV). Taking both
effects into consideration, the computed 0−0 transitions are
about 0.3 eV lower than the vertical energies. Consequently,
the use of simple vertical energies is expected to result in
overestimated excitation energies when compared to exper-
imental values (see Tables 2 and S9). This observation aligns
with similar errors reported by Jacquemin74 for vertical
energies in a set of small molecules.

For pentacene, the best agreement between the computed
and the experimental 0−0 excitation energies of 2.2872 to 2.31
eV73 (see Table 2) is found with the [14,14]CASPT2-
(SS,im.0.1)/ANO-S-VDZP approach, which deviates less than
0.1 eV. Using the aug-cc-pVDZ basis set, the calculated
excitation energy decreases slightly so that a deviation of 0.16
eV is found. If the CAS space is decreased stepwise from
[14,14] to [4,4], the calculated excitation energy oscillates by
about 0.2 eV. An accuracy similar to that of [14,14]CASPT2 is
found with the untuned ωB97X-D3 functional, which also
deviates less than 0.1 eV if the def2-SVP basis set is used. The
corresponding aug-cc-pVDZ computation influences the values
similar to the [14,14]CASPT2 approach. A comparison of the
CASPT2 wave functions with the corresponding TD-DFT
natural transition orbitals shows that both methods predict the
same electronic character for S1, i.e., a HOMO → LUMO
excitation (Tables S4 and S5). While the untuned ωB97X-D3
functional provides a similar accuracy to that of the much more
elaborate [14,14]CASPT2 approach, rather surprisingly, the
tuned ωTB97X-D3 functional does not improve the calculated
excitation energy. On the contrary, the calculated values are
about 0.2 to 0.3 eV too low. Other tunable range-separated
functionals such as ωPBE and ωPBEh yield similar trends and
results. The untuned range-separated CAM-B3LYP functional
with the 6-31G* basis set produces energies similar to those of
ωTB97X-D3, i.e., slightly too low. The commonly used
B3LYP/6-31G* combination consistently predicts vertical
and 0−0 transitions that are approximately 0.5 eV lower
than the experimental values. This discrepancy highlights the
limitations of this particular functional. Interestingly, there is a
favorable error compensation when comparing vertical
energies (2.05 eV, see Table 1) with experimental 0−0
transitions (2.28 eV, see Table 2) for this combination. High-
accuracy wave function-based methods like ADC(2), CC2, and
DLPNO-STEOM-CCSD provide vertical excitation energies
of around 2.4 eV, in good agreement with the CASPT2
predictions. The inclusion of SCS for CC2 and ADC(2) leads
to vertical transitions around 0.2 eV higher. This underlines
the accuracy of the approaches as discussed in the
literature.39,51,75,76

The S2 state of pentacene represents a double excitation
(HOMO2 → LUMO2) that is not accessible with linear
response approaches such as TD-DFT, CC2, or ADC(2).78,79

Due to its nature, the state is dark and cannot be observed by
linear absorption spectroscopy. For pentacene, our CASPT2
calculations agree well with earlier works by Coto et al.70 (see
Table 2). The geometry of the S2 state of pentacene obtained
by CASSCF optimization exhibits a similar elongation along
the long molecular axis as observed in the S1 state. However,
this elongation is even more pronounced in the higher excited
states. This heightened elongation is anticipated as the

Table 1. Excitation Energies Computed for the Pentacene
Monomera

method/basis set excitation
S1

[eV]
S2

[eV]
S3

[eV]

B3LYP/6-31G* Vert. 2.05 3.07
Adiab. 1.80 2.84
0−0 1.75 2.72

CAM-B3LYP/6-31G* Vert. 2.44 3.57
Adiab. 2.17 3.44
0−0 2.10 3.35

ωB97X-D3/def2-SVP untuned Vert. 2.56 3.59
Adiab. 2.28 3.45
0−0 2.20 3.37

ωB97X-D3/def2-SVP tuned Vert. 2.38 3.52
Adiab. 2.10 3.36
0−0 2.03 3.26

ωB97X-D3/aug-cc-pVDZ untuned Vert. 2.45 3.54
Adiab. 2.18 3.42
0−0 2.13 3.35

ωB97X-D3/aug-cc-pVDZ tuned Vert. 2.29 3.47
Adiab. 2.01 3.31
0−0 1.94 3.21

[14,14]CASPT2 (SS,Im.0.1)/ANO-S-
VDZP

Vert. 2.48 2.94 3.74

Adiab. 2.28 2.54 3.76
0−0 2.21 3.66

[14,14]CASPT2 (SS,Im.0.1)/aug-cc-
pVDZ

Vert. 2.41 2.90 3.72

Adiab. 2.19 2.57 3.80
0−0 2.12 3.70

ωPBE/6-31+G* untuned Vert. 2.58 3.55
ωPBE/6-31+G* tuned Vert. 2.36 3.46
ωPBEh/6-31+G* untuned Vert. 2.47 3.56
ωPBEh/6-31+G* tuned Vert. 2.37 3.52
CC2/cc-pVTZ Vert. 2.44 3.35
SCS-CC2/cc-pVTZ Vert. 2.67 3.33
ADC(2)/cc-pVTZ Vert. 2.43 3.35
SCS-ADC(2)/cc-pVTZ Vert. 2.64 3.33
DLPNO-STEOM-CCSD/cc-pVTZ Vert. 2.43 2.91
aFor CASPT2, the 0−0 energies were computed using the CASSCF
geometries for the adiabatic energies and the vibrational contributions
of the corresponding ωB97X-D3 approach.

Table 2. Calculated and Measured Pentacene Monomer
Excitation Energies from the Literature

reference method excitation
S1

[eV]
S2

[eV]
S3

[eV]

Coto et al.70 [14,14]CASPT2/
ANO-L-VTZP

Vert. 2.31 2.88 3.14

Marian and
Gilka71

DFT-CI/SV(P) Vert. 2.22 2.96

Halasinski et
al.72

Exp. (neon matrix) 0−0 2.28 3.73

Heinecke et
al.73

Exp. (vacuum) 0−0 2.31

Biermann and
Schmidt69

Exp. (solution, 0−0-
corrected)

0−0 2.23 4.14

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.3c01107
J. Chem. Theory Comput. 2023, 19, 9369−9387

9372

https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.3c01107/suppl_file/ct3c01107_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.3c01107/suppl_file/ct3c01107_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.3c01107/suppl_file/ct3c01107_si_001.pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.3c01107?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


transitions involve the same orbitals but entail double
excitations instead of single excitations.
The S3 state of pentacene is well described by [14,14]-

CASPT2, which deviates by ≤0.2 eV from the experimental
value by Halasinski et al.72 of 3.73 eV. The experimental value
given by Biermann and Schmidt69 seems to be too high, taking
into account that this value was extrapolated from solution
spectra. According to the CASSCF wave function, the S3 state
also exhibits some double excitation character. This observa-
tion may help explain why linear response approaches yield
larger errors compared with those found for the S1 state. The
predictions from ωB97X-D3 or CAM-B3LYP lie at least 0.4 eV
too low. Based on their vertical energies, the PBE-based
functionals give comparable errors. CC2, SCS-CC2, and SCS-
ADC(2) produce quite accurate vertical excitation energies for
the S3 state (deviation ≈0.1 eV), while the excitation energies
predicted by ADC(2) and DLPNO-STEOM-CCSD lie 0.2 eV
lower. All of these methods consistently predict excitation
energies that are too low in comparison to the available 0−0
experimental transition. Similar deviations are found for
previous calculations by Coto et al.70 and Marian and

Gilka71 (Table 2). It is important to note that the absorption
spectra measured for pentacene or tetracene thin films mainly
focus on an energy range where only S1 linear combinations of
the monomers are important. Therefore, a good description of
the S1 state, as indeed given by TD-DFT, should be sufficient
for describing the photophysics of the thin films, as well.

Figure 1 depicts the vibrationally resolved S0 → S1 spectra of
pentacene (a) employing ωB97X-D3/def2-SVP in combina-
tion with the ezFCF 1.1 program.77 It agrees with its
experimental counterparts (Table S7). The influence of the
chosen xc-functional (untuned or tuned) on the shape of the
spectrum is negligible. Using the Herzberg−Teller model in
addition to Franck−Condon transitions has no influence on
the spectral shapes of either molecule.

For a detailed discussion of the tetracene monomer, see
Supporting Information Section S2. The general trends and
findings coincide with those for pentacene. Due to its
importance for the cluster calculations, we would only like to
point out that the vibrational progression found for pentacene
(Figure 1a) is less pronounced than that of tetracene (Figure
1b). This difference can be seen best by the higher relative

Figure 1. Vibrationally resolved spectra of the pentacene and tetracene monomers in the gas phase computed with ωB97X-D3/def2-SVP and
ezFCF 1.1.77 More information about the individual transitions can be found in Table S6. A Gaussian broadening of 25 meV is included to mimic
experimental broadening effects.

Figure 2. Geometries of the clusters used to mimic the absorption spectrum of pentacene thin films, taken from previous work by the authors.20
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intensity of the absorption peak in the tetracene spectrum
located about 0.2 eV above the 0−0 peak compared to its
corresponding peak in the pentacene absorption spectrum. A
similar variation is found for the νCCC∥ peaks.
3.2. Cluster Selection and the Approach to Consider

Photoinduced Relaxation Effects. The clusters of penta-
cene and tetracene depicted in Figures 2 and S4 were
employed to investigate whether and how cluster structures
influence the calculated (polarization-resolved) absorption
spectra. We started with the herringbone dimer (monomers
1 and 2 of the tetramer 1 cluster) and enlarged the clusters to
up to seven monomers to investigate how the number of
monomers influences the spectrum. To analyze how the spatial
arrangement changes the spectra for the pentacene tetramer,
we computed two different clusters (Figure 2a,b). Unless
otherwise stated, the monomer structures within a given cluster
are identical. To compute resulting differences, we also
investigated a cluster in which one monomer adopts a different
geometry, thereby breaking possible symmetries. As initial
calculations indicate similar trends for pentacene and
tetracene, fewer clusters were tested for tetracene. The clusters
used for perylene are discussed later.
For the monomer, vertical excitations were found to

overestimate the excitation energies by up to 0.4 eV. To
analyze such effects, we studied photoinduced inter- as well as
intramonomer geometry relaxation. To investigate possible
intermonomeric effects, we computed the potential energy
curves (PECs) as a function of the distances indicated in
Figure 3 (left). In these computations, the intramonomeric
geometrical parameters were kept frozen. The corresponding
color-coded PECs of the ground state are given in Figure 3
(right), while those of other bright states are shown in Figures
S5−S7. The 0.0 Å displacement represents the intermono-
meric distances extracted from the crystal structure. The PECs
indicate that the crystal structure represents the minimum
energy geometry for all electronic states with respect to these
intermonomer coordinates. Therefore, no photoinduced
intermonomeric relaxation is expected. Additionally, all PECs
exhibit a high degree of flatness, consistent with the
experimental finding that lattice vibrations have magnitudes
below 100 cm−1 (0.01 eV).80,81 Furthermore, as the PEC
shapes are very similar for all states, 0−0 transitions are

expected. Hence, we have chosen to neglect intermonomeric
relaxation effects as well as the corresponding lattice vibrations,
as their impact would be well below the accuracy of our
quantum chemical approach (≤0.1 eV).

Intramonomeric relaxation effects might be more important
since they influence the excitation energies of pentacene and
tetracene monomers by 0.3−0.4 eV. To circumvent problems
arising from missing steric restrictions, the monomer geo-
metries were modulated linearly from the equilibrium ground-
state geometry of the monomer R( (S ))0 to the equilibrium
geometry in its S1 state R( (S ))1 using

= +R R(S ) R0 (3)

with

=R R R(S ) (S )0 1 (4)

χ was varied from −0.5 to 1.5 in steps of 0.25 for each
monomer of the cluster. According to eq 3, χ = 0.0 gives R(S )0

while R(S )1 is obtained with χ = 1.0. While varying the
intramonomer geometries, the intermonomer orientations
were fixed. An enlarged description of the difference between
R(S )0 and R(S )1 is given in Figure S1. To indicate monomer
distortions, the χ value for each monomer in a cluster is given.
Consequently, 0000 means that all monomers remain in the
R(S )0 geometry, while 1

4
1
4

1
4

1
4
indicates that each monomer was

distorted with χ = 0.25. Clusters in which all monomers adopt
the same geometry are called symmetric clusters. Finally, 1000
means that the first monomer is in the R(S )1 geometry, while
all others remain in the R(S )0 geometry. In such clusters, the
symmetry is broken; hence, they will be called asymmetric
clusters.

Figure 4 displays the relative energies of the lowest singlet
excited states for various geometries compared to the 0000
ground-state energy (0 eV on the energy scale) within tetramer
cluster 1. These energies effectively illustrate the potential
energy surfaces (PESs) of tetramer cluster 1 as the S0
geometries of selected monomers transition to S1 geometries.
The monomer data were obtained using optimally tuned
ωTB97X-D3 (ω = 0.11 a.u.−1) in combination with def2-SVP

Figure 3. PECs for pentacene as a function of the displacement of monomers 2 (red arrow) and 3 (black arrow), respectively. The PECs are color
coded according to the arrows. The 0.0 point indicates the intermonomeric distances taken from the crystal structure.
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basis sets. The plot reveals interesting insights: when each
monomer is distorted by a quarter toward the R(S )1

configuration ( )1
4

1
4

1
4

1
4

, the S1 energy of the cluster becomes

around 0.05 eV lower than for that of the 0000 and 1
2

1
2

1
2

1
2

geometries. This behavior is consistent across all considered
excited states, indicating that 1

4
1
4

1
4

1
4

represents a local

minimum on the PES. Transitioning from a 1
4

1
4

1
4

1
4
to a 1000

configuration results in a further 0.05 eV reduction of the S1
state energy, indicating that 1000 represents the global
minimum of the S1 PES. For all other excited states under
consideration, the 1000 geometry is consistently 0.1−0.2 eV
higher in energy, implying that 1

4
1
4

1
4

1
4

represents a global
minimum for these states. Additionally, Figure 4 illustrates that
1000 and 0010, as well as 0100 and 0001, are energetically
degenerate with only minute differences between them. This
observation indicates the presence of symmetries within the
cluster and proves that in tetramer 1, the environments of all
monomers are highly similar.
The relevance of vibronic states arising from intramonomer

vibrations on the optical properties of molecular crystals has
been highlighted in various studies.3,5 Therefore, it is essential
to consider such effects. Although the intermolecular
interaction between monomers within a thin-film OSC is
relatively weak, it is important to investigate whether this
interaction significantly influences the vibrational progression
of the thin film in comparison to that of the monomer. To
address this concern, careful measurements of vibrational
Davydov-splittings and collective mode polarizations were
conducted in oriented crystals of perfluoropentacene (PFP)
crystals by Breuer et al.82 The measurements were then
compared to DFT calculations by employing periodic
boundary conditions. Both experiment and theory indicated
that the effects are minimal. The computations predicted that
the mode splitting ranged within 0−37 cm−1, closely aligning
with the experimental findings (2−33 cm−1). Additionally, for
most splittings, only one of the bands exhibited an intensity

similar to the original monomer vibrations, while the
intensities of the other bands were suppressed. Shifts in the
energy positions of the bands due to the crystal environment
varied between 0 and 20 cm−1. Importantly, the magnitudes of
both effects are significantly smaller than the error bars
associated with the electronic structure methods used in the
present study (≤0.1 eV). Considering that additional
intermonomeric modes possess relatively low energy, it can
be inferred that the undisturbed monomer vibrations already
provide reasonable approximations to the vibrational modes of
the crystal. Therefore, we overlaid each electronic transition
with the vibrational progression of the monomer, as sketched
in Figure S8. We used the Franck−Condon approximation, i.e.,
the intensities of the vibrations were weighted by the intensity
of the respective electronic transition.
3.3. Absorption Spectra of Symmetric 1

4
1
4

1
4

1
4
Tetramer

1 Clusters of Pentacene and Tetracene and the
Assignment of the Respective Spectra. The calculated
total absorption spectra for the pentacene tetramer 1 in the
1
4

1
4

1
4

1
4
geometry are shown in Figure 5. Neglecting vibrational

effects, the band structure up to 2.3 eV is in excellent
agreement with that of the experiment. The energy positions of
both lowest bands differ by less than 0.03 eV from their
experimental counterparts, while the third band is blue-shifted
by about 0.07 eV. This larger deviation can be explained via the
character of the underlying state (see below). The fourth band
in the experimental spectrum at about 2.3 eV is missing. It
appears at about 2.4 eV when vibrational effects are included.
This additionally influences the position of the second band by
blue-shifting it by about 0.03 eV and increasing its intensity in
comparison to that of the lowest band. Overall, apart from the
appearance of the additional band, the influence of the
vibrational effects on the computed pentacene absorption
spectra seems to be small.

The computed polarization resolved spectrum given in
Figure 6 is also in excellent agreement with the experimental
counterpart. The deviation found for the Davydov-splitting is

Figure 4. Energetic behavior of the lowest ten singlet excited states of
the tetramer 1 cluster of pentacene as a function of different
geometries (ωTB97X-D3/def2-SVP + C-PCM). All energies are
relative to the ground-state energy of the 0000 geometry. See the text
for more information.

Figure 5. Absorption spectrum computed for pentacene tetramer 1.
The energetic positions of the electronic states are marked by bars
reflecting the calculated relative intensities. States with vanishing
intensities are marked by squares, taken from previous work by the
authors.20
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less than 50 cm−1. Differences between the computed (Figure
6) and experimental polarization-resolved spectra might result
from temperature effects. While the calculations in this work
were of course carried out at 0 K, the experimental spectra
were recorded at room temperature.9 Available literature83−85

shows slight red shifts in peak positions when lowering the
temperature. For extremely thin films grown on ZnO, the trend
is reversed, but this is due to the growing influence of ZnO,
which is not included in our calculations. Helzel et al.84 found
that for a 100 nm thick layer, the E+ Davydov component
(Figure 6 dashed black line) shows a red shift of 0.011 eV,
while the red shift of the corresponding E− component (Figure
6 dashed red line) is slightly smaller (0.005 eV). As a
consequence, the Davydov-splitting increases by about 50
cm−1. Additionally, both components are red-shifted. Hence,
including temperature effects would most likely further
improve the agreement between theory and experiment.
Excitation energies, transition dipole moments, and

electron−hole (e−h) correlation plots for the underlying
excited states are given in Table 3, and more descriptors are
included in Table S10. For the 1

4
1
4

1
4

1
4

situation, the
delocalization of the excited states is obvious from the e−h
correlation plots (Table 3) and the PR values (Table S8). The
lowest four excited states (S1−S4) are mainly Frenkel states,
while the ones above have a predominantly CT character.
Moreover, there are a number of dark states in the considered
energy range. The troughs in the absorption spectra are
therefore not caused by the absence of states in this energy
range but by states with vanishing transition dipole moments.
More information about pentacene can be found in ref 20.
The same methodology as that described for pentacene was

now used for tetracene. Using the tetramer 1 cluster in its
1
4

1
4

1
4

1
4
geometry leads to very good agreement for both total

(Figure 7) and polarization-resolved (Figure 8) spectra when
the vibrational progression of a monomer is added to the
peaks. The main difference from pentacene is that a whole
discrete band (II) appears only when the vibrational
approximation is applied. This is consistent with experimental
reports attributing absorption band II to a vibronic progression

based on the observation of equal shifts in absorption band Ib
and II upon application of an external pressure.86

Davydov-splitting is obtained with a similar accuracy to that
of pentacene (error around 80 cm−1). Because of the nature of
our vibrational approximation, the Davydov splitting of band II
is exactly the same as that for band I due to the second peaks
in the polarization-resolved spectra also stemming from
monomer vibrations. The information on the nature of the
excited states is summarized in Tables S11 and S12. As for
pentacene, the first four states of the tetracene spectrum
represent mainly Frenkel states. Again, they are distributed
throughout the cluster, but monomers 2 and 4 possess slightly
higher contributions to the S1 state while monomers 1 and 3
are more strongly represented in the S2 state. These small
differences with respect to pentacene are due to the fact that
the tilt angle of the monomers in the tetracene crystal deviates
more from 90° than in the case of pentacene. In addition, the
stronger deviation of the crystal lattice angle γ from 90° in
tetracene probably contributes to the nonuniform distribution
of the exciton on the molecules composing the tetramer
cluster.

The results of calculations for tetramer 1 of both pentacene
and tetracene can now be used to assign the experimental
peaks to distinct electronic transitions (Tables 4 and 5).

Peak I of the pentacene spectrum corresponds to the Frenkel
S1 state with an approximately 30% CT admixture. This is in
agreement with previous assignments.5,23 The second band
stems from the pure Frenkel state S4 and the third one mainly
to the pure CT state S9 with less intensive contributions of the
S6, S7, and S10 CT states. Band IV in our model emanates from
the vibrational progression of the CT peak III. For the higher
bands, our interpretation deviates from Beljonne et al.,5 who
assigned all peaks higher in energy than the first to vibrational
progressions. The assignment from Sebastian et al.23 matches
ours with the exception of band IV, which they allocated to an
additional CT state.

For tetracene, the first peak shows the expected two
Davydov components (Ia and Ib), which correspond to the
S1 and S4 states in our model. The S1 state possesses a mainly
Frenkel character with 20% CT admixture while the S4 state
has a pure Frenkel character. Peak II originates from the
vibrational progression of band I. The CT states S6, S7, and S9
form peak III of the spectrum. The fourth band emanates from
the vibrational progression of band III, as was the case for
pentacene, as well. Our assignment agrees with the literature
for the bands Ia and Ib, which are also attributed to electronic
transitions.3 In contrast, in line with our findings, band II was
assigned to a vibronic progression based on the observation of
equal shifts in absorption band Ib and II upon application of an
external pressure.86 Therefore, on comparison with pentacene,
the larger homologue of tetracene also implies that absorption
band III in pentacene is likely to result from optical transitions
to electronic states and vibrational progressions of lower lying
electronic states. While the former is justified by the numerous
electronic states found in our simulations, the latter would
agree with the experimental results reported in ref 88.
3.4. Influence of Relaxation Effects and Cluster Size.

Figure 9 shows the calculated electronic absorption spectra for
the pentacene tetramer 1 in the crystal structure and 0000 and
1
4

1
4

1
4

1
4
geometries. The relative energetic positions of the bands

and the intensities of the vertical spectrum (0000) and of the
1
4

1
4

1
4

1
4
distortion are very similar and the 0000 spectrum is only

Figure 6. Polarization-resolved optical absorption spectra computed
for pentacene tetramer 1. The Davydov-splitting is indicated, taken
from previous work by the authors.20
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blue-shifted by 0.05 eV. The spectrum is even reproduced
when using an unoptimized crystal structure; it is just further
blue-shifted by 0.02 eV in comparison to the 0000 spectrum.
While the variations in absorption spectra between the 1

4
1
4

1
4

1
4

, the 0000, and the crystal structure of the pentacene cluster
tetramer 1 (Figure 2) are small, the differences between the
spectra calculated for the 1

4
1
4

1
4

1
4

(Figure 5) and the 1000
geometries (Figure 10a) are tremendous. For the 1000
geometry, neither total nor the polarization-resolved spectra
show any resemblance to their respective experimental
counterparts. The reason for the strong variation is a
localization of the exciton in the S1 state. For the 1

4
1
4

1
4

1
4

geometry, it is delocalized over the whole cluster, but for the

1000 geometry it localized on monomer 1, i.e. on the
monomer which adopted the equilibrium geometry of the S1
state of the monomer. This localization can clearly be seen on
the corresponding e−h correlation plots in Table 3 and the PR
values (Table S10). Comparing the excitation energies of 1000
to 1

4
1
4

1
4

1
4
, the main difference lies in the energy gap between S1

and S2, which is about 0.04 eV for the 1
4

1
4

1
4

1
4
geometry but

about 0.2 eV for 1000. It results since the 1000 geometry
represents the minimum structure for the S1 state but is higher
in energy than the 1

4
1
4

1
4

1
4

geometry for all other states, as
shown in Figure 4. The main difference between the spectra
arises from the computed intensities, which differ strongly for
all states. For the 1000 geometry, the bright-dark intensity

Table 3. Characterization of the Lowest Ten Singlet Excited States of the Pentacene Tetramer 1
4

1
4

1
4

1
4
and 1000 in PCM
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pattern of the transitions is therefore completely broken, which
results from the now asymmetric structure of the cluster
possessing a symmetry-breaking element leading to the wrong
spectra.
Therefore, although the asymmetric 1000 geometry

represents the minimum for the S1 state, the missing
resemblance to the experimental data (see Figure 10a)
indicates that during the measurement of the absorption
spectrum, the excitons in the thin films of pentacene and
tetracene remain delocalized instead of localizing on one
monomer. After absorption, a localization might take place on
a longer time scale, as was reported by Wirsing et al.14 The
1000 geometry could therefore be of interest when photo-
induced relaxation effects are investigated. The 1000 distortion
of tetramer 1 of tetracene leads to the same erroneous behavior
as observed for pentacene (Figure 10b and Tables S11 and
S12).

To investigate their dependence on the selection of the
cluster, the computed spectra for pentacene tetramer 2, the
hexamer, and the herringbone dimer, consisting of monomers
1 and 2 of the tetramer 1 cluster, are shown in Figure 11. More
information is given in Supporting Information Sections S7−
S9. All of them do not resemble the experimentally measured
pentacene thin-film absorption spectrum. This is also the case

Figure 7. Absorption spectrum computed for tetracene tetramer 1.
Experimental spectra taken from Zeiser et al.24 The energetic
positions of the electronic states are marked by bars reflecting the
calculated relative intensities. States with vanishing intensities are
marked by squares.

Figure 8. Polarization-resolved optical absorption spectra computed
for tetracene tetramer 1 including vibrational effects. The Davydov-
splitting is indicated. The experimental spectra are taken from
Valencia et al.12

Table 4. Assignment of the Absorption Spectrum of
Pentacene (Figure 5)a

peak/valley
Eexp .
[eV]87

Ecalc.
[eV] state

T2

[a.u.2]
T∥b
[a.u.]

T⊥b
[a.u.]

I 1.87 1.83 S1 5.48 2.27 0.21
a 1.87 S2 0 0 0

1.91 S3 0 0 0
II 1.97 1.95 S4 2.04 0.21 1.39
b 2.07 S5 0 0 0
III 2.12 2.13 S6 0.21 0.03 −0.45

2.19 S7 0.29 0.14 0.52
2.18 S8 0 0 0
2.22 S9 1.27 1.01 −0.32
2.25 S10 0.12 0.18 −0.23

c
IV 2.27 2.38 Vib.

aT is the transition dipole moment.

Table 5. Assignment of the Absorption Spectrum of
Tetracene (Figure 7)a

peak/valley
Eexp .
[eV]

Ecalc.
[eV] state

T2

[a.u.2]
T∥b
[a.u.]

T⊥b
[a.u.]

Ia 2.38 2.44 S1 5.60 −2.31 0.03
Ib 2.45 2.5 S4 1.81 −0.15 1.31
II 2.62 2.65 Vib.
b 2.79 S5 0 0 0
III 2.82 S6 0.20 0.03 0.42

2.81 2.89 S7 0.42 0.55 −0.26
2.93 S9 0.33 0.49 0.27

c 2.94 S10 0 0 0
IV 2.95 3.08 Vib.

aT is the transition dipole moment.

Figure 9. Comparison of calculated electronic spectra for the
pentacene tetramer 1 for the crystal structure and 0000 and 1
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geometries.
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for the pentacene heptamer (Supporting Information Section
S10) and pentamer (Supporting Information Section S11). For
the larger clusters, the computed intensities do not match since
the excitons localize on specific monomers. For the dimer, the
exciton remains delocalized, but the number of states seems to
be too small to describe the spectrum correctly (Table S17).
The same observations are made for tetracene tetramer 2 and
the hexamer (Supporting Information Sections S7 and S8).
These results shed light on how the cluster should be

selected for herringbone crystal structures with a predominant
intermolecular interaction within a single molecular plane. A
suitable cluster must, of course, reflect the crystal structure, but
even more important, the environment of the monomers
should be as similar as possible to allow for the formation of
delocalized excitons. The former is true for all clusters, but the
latter condition is only fulfilled for tetramer 1. For tetramer 2,

Figure 10. Total (blue) and polarization-resolved (black and red)
optical absorption spectra computed for pentacene and tetracene
tetramer 1 in the 1000 geometry.

Figure 11. Calculated absorption spectra for different pentacene
clusters.
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the monomers forming the herringbone dimer in its center
(monomers 2 and 3) have three neighbors, while the two outer
monomers only have two. This small difference already leads
to a preferential localization of the excitons on the inner dimer
or the outer monomers (Tables S11 and S12). As a
consequence, the computed intensities do not reflect the
experimentally observed intensities, so the computed spectra
do not show any resemblance to their experimental counter-
part. The same reason results in the failure of the hexamer and
heptamer, as the central monomer (monomer 6 in Figure 2
and monomer 2 in Figure S2) interacts with more direct
neighbors than the outer ones, so the excitations are localized
again. Consequently, only tetramer 1 of pentacene and
tetracene seems to be appropriate to simulate the absorption
spectra of the thin films.
3.5. Influence of the Choice of the Range Separation

Parameter, Functional, and Basis Sets. Figures 12 and S13

show the total electronic absorption spectra of the pentacene
and tetracene tetramer 1 clusters in their 1

4
1
4

1
4

1
4
distortion for

untuned (ω = 0.25 a.u.−1), monomer-tuned (ω = 0.16 a.u.−1),
cluster-tuned ωB97X-D3 (ω = 0.11 a.u.−1) as well as using an
arbitrarily chosen even lower range-separation parameter (ω =
0.08 a.u.−1). The corresponding excitation energies and the
characterization of the states are summarized in Tables S20
and S21.
Comparison of the spectra in Figure 12 reveals that tuning of

ω on the cluster used for the subsequent TD-DFT calculation
is decisive for both the energetic range and the shape of the
spectrum. The lower the value of ω chosen, the more the
excitations are shifted to lower energies in the cluster-tuned
approach, matching the experiment by far the best. Tables S20
and S21 indicate that lowering ω leads to a decreasing
energetic distance between the Frenkel and CT states. While
the excitation energies of the former decrease only by about
0.2−0.3 eV, those of the latter lower by nearly 1 eV. Due to the
decreasing energy difference, the mixing between Frenkel and
CT states increases, so that the latter also becomes more

intense (see Supporting Information Section S12). Once more,
the sweet spot is hit when using the cluster-tuned functional.

The absorption spectra for the pentacene tetramer 1 in its
0000 geometry obtained with the hybrid functional B3LYP, the
untuned range separated hybrid functional CAM-B3LYP, and
with the untuned double hybrid functionals RSX-QIDH89 and
ωB2PLYP90 are summarized in Figure 13a. The corresponding

results obtained with the tuned range-separated functionals
ωPBE, ωPBEh, and ωB97X-D3 are depicted in Figure 13b.
The corresponding spectra for the 1000 geometry in the gas
phase are given in Figure S14.

Unsurprisingly, B3LYP and untuned CAM-B3LYP (its
tuning failed for both systems since no minimum was found)
failed to reproduce the experimental spectrum. The former
could be expected since B3LYP was shown to have deficiencies
even for the monomer. The incorrect behavior of CAM-B3LYP

Figure 12. Comparison of calculated total electronic absorption
spectra of the pentacene tetramer 1 cluster in the 1

4
1
4

1
4

1
4
geometry

(monomers optimized in PCM with ωTB97X-D3/def2-SVP)
computed with ωTB97X-D3/def2-SVP for different range separation
parameters.

Figure 13. Comparison of total absorption spectra of the pentacene
tetramer 1 cluster in the 0000 geometry (monomers optimized in
vacuum with ωB97X-D3/def2-TZVP) computed for the gas phase
with different untuned and tuned functionals. The def2-SVP basis set
was used for all calculations.
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results from the untuned version having to be taken. The
untuned range-separated double hybrid functionals RSX-
QIDH and ωB2PLYP show a similar behavior to that of
untuned CAM-B3LYP. On the other hand, the tuned range-
separated functional ωPBE shows good agreement with the
experimental shape of the spectrum. The tuned range-
separated hybrid functionals ωPBEh and ωB97X-D3 (both
with 20% short-range HF exchange, respectively) show the
same correct shape of the absorption spectrum but are blue-
shifted by ca. 0.1 eV in comparison to ωPBE. In Figure 13, the
position of the first peak for ωPBE matches the experimental
spectrum best. However, this spectrum was calculated for gas
phase and the 0000 geometry, i.e. relaxation and solvent effects
are neglected. Taking these effects into account, the excitation
energies obtained with ωB97X-D3 decreased by about 0.15 eV
(compare Figures 9 and 13). Assuming similar effects for the
other range-separated functionals, an improvement is obtained
for ωB97X-D3 and ωPBEh, while the agreement for ωPBE is
slightly worse.
Tuning double hybrid functionals proved to be challenging

as different tuning approaches led to different optimal ω
values.a These difficulties might result since the calculation of
ionization potentials involves perturbation corrections for the
energies of the N − 1-, N-, and N + 1-electron systems, while
frontier orbital energies do not include these corrections. Thus,
effectively different levels of theory are involved in the tuning
procedure. A comprehensive discussion on this topic can be
found in ref 91, in which it was assumed that εRSX‑DH ≈ εRSX.
These results indicate the need for a more sophisticated tuning
procedure when applying double hybrid functionals to organic
semiconductors, which goes beyond the scope of this study.
The localization of the exciton on the distorted monomer is

described by all tested functionals when the 1000 geometry is
employed (Figure S14). The trends are the same as for the
0000 distortion, with the spectral shapes of ωPBE, ωPBEh, and
ωB97X-D3 being very similar. However, as mentioned above,
this geometry does not lead to the correct absorption spectra.
For ωPBE and ωPBEh, the basis set influence was tested by

comparing the spectra obtained with the def2-SVP and the 6-
31+G* basis sets (Figures 14 and S15).
Def2-SVP-calculated spectra are slightly blue-shifted in

comparison to those computed with 6-31+G*. This effect is
marginally larger for ωPBEh (up to 0.05 eV) and therefore
indicates that only small red shifts are expected if diffuse
functions are added to the basis sets. The overall shape of the
absorption spectra for both 0000 and 1000 is not influenced by
the choice of basis set.
3.6. Application to the Absorption Spectrum of α-

Perylene. The aspects discussed so far for pentacene and
tetracene show that cluster approaches seem to be able to
simulate the absorption spectra of thin films or crystals
adequately as long as the theoretical approach captures the
energetic location of the CT states correctly. Additionally, the
chosen cluster must reflect the symmetry of the crystal and
allow for delocalization of the excitons over the entire cluster.
The latter can only be achieved if all monomers of the cluster
have as similar environments as possible. To investigate
possible limitations of such cluster approaches, we focus on the
absorption spectrum of the perylene crystal. Perylene is a well-
studied prototypical material, as it is the parent molecule for a
vast class of dyes. It crystallizes in monoclinic phases92 called
α- and β-phases. The more complex α-polymorph contains
four molecules per unit cell arranged in a sandwich-

herringbone-like structure,93 which is depicted in Figure 15
together with the clusters selected for computations. Each

dimer consists of two molecules aligned in parallel but slightly
shifted with respect to each other. Therefore, we can explore
possible limits of our approach using this structure, as it is
impossible to cut out substructures in which all monomers
have very similar environments. This raises the question of
how a cluster of this nature must be composed (number and
arrangement of monomers) to simulate the absorption spectra
of the solids (crystals or thin films). In this respect, we first

Figure 14. Comparison of total absorption spectra of the pentacene
tetramer 1 cluster in the 0000 geometry (monomers optimized in a
vacuum with ωB97X-D3/def2-TZVP) computed with tuned ωPBE
and ωPBEh using the def2-SVP and 6-31+G* basis sets.

Figure 15. Crystal structure excerpts used to investigate the
absorption spectra of the monoclinic α-phase of perylene. Upper
part: sketch of the largest cluster, called 3D-α-Perylene. Left side: top
view of the four molecules around the central dimer along a horizontal
cut through the 3D-α-perylene cluster. The plane corresponds to the
(b,c) crystal plane. Dimer 6 and 7 are omitted for clarity. The cluster
containing dimers 1−5 is called 2D-α-perylene. Right-hand side: top
view on the four molecules around the central dimer along a vertical
cut through the 3D-α-perylene cluster. The dimers 2 and 4 are
omitted for clarity. For the description of more clusters, see text and
Figure S20.
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focus on electronic effects since the corresponding clusters
might be too large to include vibrational as well as relaxation
effects. The experimental spectrum (Figure 16, red spectrum)

is dominated by two peaks at about 2.6 and 2.8 eV. Between
these peaks, the intensity decreases to some extent. The second
dominant peak is followed by a broad absorption peak.
Previous assignments attributed the two intense peaks to
electronic excitations, while the region in between was mainly
attributed to vibrational effects.26 Such effects were also
assigned to parts of the broad peak. Since we will focus on
electronic effects, the vibrational progressions of bright
electronic states are missing. Hence, the intensities computed
with our approach are expected to be too low in comparison to
the experimental data for parts of the spectrum where no
bright electronically excited states are present.
The clusters used to simulate the spectrum are depicted in

Figures 15 and S20. Beside the clusters named 2D-α-perylene
and 3D-α-perylene, we also computed the spectrum for dimer
1 and a tetramer consisting of dimers 1 and 3 (Figure 15).
Finally, we calculated the spectrum of an octamer (Figure
S10). The latter was chosen since the environments of the
dimers contained therein seem to be quite similar. As expected,
neither dimer nor tetramer calculations can reliably simulate
the experimental absorption spectrum (Figure S18 and Tables
S28 and S29). But even the spectrum computed for the
octamer (Figure S19 black line) differs considerably from the
experimental one (Figure S19 red line) even when considering
that vibrational effects have been neglected. The computed
spectrum for the octamer cluster consists of three main peaks
at about 2.9, 3.0, and 3.1 eV, i.e., the peaks are about 0.3 eV
too high in energy compared to the experimental data.
However, even more importantly than the energy shift, the
computed intensity pattern does not agree with the measured
one. This failure may result since the environments of the
dimers are not as similar as they appear from Figure S20. As a
consequence, localized as well as delocalized excitons are
generated, as shown in Table S30. The state S8, which is
mainly responsible for the lowest computed band, is

delocalized, but S12 and S16, which are responsible for bands
2 and 3, are mainly localized on dimer 4. The localization may
arise since the couplings between the dimers are small and
weak geometrical distortions already lead to a decoupling of
the dimers. These small couplings between dimers may result
because the coupling between both monomers within one
dimer is very strong due to their planar mutual orientation.
Most probably, the dimerization reduces the intermolecular
interaction within a molecular layer relative to between
molecules in different layers. Therefore, the restriction to a
single molecular layer (as is the case for acene molecules) is no
further justified. The exciton might be delocalized in three
dimensions and not in two dimensions as is the case for acenes.
The latter has been demonstrated for pentacene by
Sharifzadeh.94

To test this, we enlarged the system to 2D-α-perylene and
3D-α-perylene (Figure 15). Employing the cluster 2D-α-
perylene, which consists of five dimers reflecting another
arrangement within one crystal plane, the computed spectrum
agrees already qualitatively with the experimental one (Figure
S18 and Table S31). The computed spectrum consists of two
high peaks at 2.9 eV (10th excited state) and 3.2 eV (20th
excited state), i.e. the two dominant peaks of the experimental
spectrum are reproduced but are blue-shifted by about 0.4 eV
with respect to their experimental energies. In addition, the
calculated spectrum starts with a small shoulder at 2.7 eV
(sixth excited state), which is missing in the experimental
spectrum. When the cluster is extended by adding the two
neighboring dimers of the central dimer above and below the
crystal plane (Figure 15), the agreement between theory and
experiment improves considerably. The shoulder at about 2.7
eV disappears and the energetic position of the two
dominating peaks of the spectrum is only about 0.2 eV blue-
shifted with respect to their experimental values. While the two
dominating peaks are described well, the intensity between
both dominating peaks is too low and the blue-shifted broad
peak of the experimental spectrum is missing. For both ranges,
the computations predict various electronic states, but the
computed intensities nearly vanish. The significantly improved
agreement of the spectrum obtained for 3D-α-perylene with
the experiment proves that the coupling between dimers is so
small that the exciton for α-perylene is three-dimensionally
delocalized. In contrast, for pentacenes and tetracene, the
coupling between monomers in a plane appears to be so strong
that two-dimensional excitons are generated upon absorption.
Consequently, for α-perylene on the one hand and tetracene
and pentacene on the other hand, different dimensional
clusters are necessary to reliably reproduce the thin-film
absorption spectrum.

Before discussing reasons for the discrepancies between
experiment and theory, we will assign the peaks in the
spectrum to get more insights into why only the 3D-α-perylene
cluster provides satisfactory agreement with the experiment.
The characters of the involved electronic states can be taken
from Table 6, which contains information about the five lowest
states (S1−S5) together with those states with μi→f ≥ 0.5 D.
The fragments for the e−h-correlation plots are the dimers
indicated in Figure 15. A description of the remaining states up
until 3.2 eV consisting of about 40 states can be found in Table
S29. Information about even higher roots (in total we analyzed
the lowest 100 states) are omitted, since they all show
vanishing intensity. The studies of the hexamer cluster of
pentacene showed that the lowest state was localized on the

Figure 16. Absorption spectrum computed for the 3D-α-perylene
cluster (black line) in comparison with the experimental spectrum
(red line). The energetic positions of the electronic states are marked
by the blue bars reflecting the calculated relative intensities. States
with vanishing intensities are marked by squares. The experimental
spectrum is blue-shifted by 0.21 eV.
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inner pentacene monomer. The same is found for the 3D
cluster of perylene. According to the e−h-plots, the S1 state is
completely and S2 is mainly localized on the inner dimer
(Table 6). However, the calculated intensities are ≤0.01, so
both states have no influence on the shape of the absorption
spectrum. In contrast, the exciton of the dominant transition of
the first peak (S0 → S11) is delocalized over dimers 5, 6, and 7.
The exciton of the transition dominating the second peak (S0
→ S25) is also distributed on dimers 6 and 7, with dimer 2
involved in this transition. This analysis confirms that the
excitons in α-perylene are three-dimensional. All other
transitions for which nonvanishing transition dipole moments
have been calculated are below about 3.0 eV. Their characters
vary from states being localized on one dimer (e.g., S20−S24) to

states which are delocalized over the whole cluster or parts of it
(e.g., S12, S14 S26, S28). Near-vanishing transition dipole
moments are predicted for all excited states above 3.0 eV.
According to the e−h-correlation plots, they can be described
as CT states between given dimers.

While the computed spectrum accurately reproduces the
dominating peaks of the experimental spectrum at about 2.6
and 2.8 eV, the intensity between both peaks as well as the
broad absorption peak starting at about 2.9 eV are nearly
missing. As indicated by previous investigations, parts of these
missing features can be attributed to vibrational effects, which
are neglected in the present computations. However, we
cannot exclude that an enlargement of the cluster would lead
to additional electronic states with nonvanishing intensities.

Table 6. Characterization of the Most Important Lowest Lying Excited States of the 3D-α-Perylene Clustera

aThe table includes S1−S5 and states with μi→f ≥ 0.5 D.
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Test calculations with increased cluster sizes failed due to
software and hardware limitations.
As shown in Figure S18, which displays the computed

spectrum of 3D-α-perylene using the nontuned ωB97X-D3
functional, the optimal tuning approach is again essential for an
accurate description of the spectrum as found for pentacene
and tetracene.

4. CONCLUSIONS
In summary, the utilization of optimally tuned TD-DFT in
conjunction with a cluster-based approach has proven highly
effective in reproducing the thin-film absorption spectra of
pentacene and tetracene in great detail, even yielding
polarization-resolved results. For that purpose, it is imperative
that the selected cluster adheres to the stringent selection rules
established in this work, specifically by encompassing the
entire unit cell, being rotationally symmetrical, and treating
each monomer equally well. Any deviation from these criteria
results in incomplete exciton delocalization, ultimately leading
to a mismatch with experimental observations. While using the
crystal structure is sufficient to reproduce the spectral shape,
equally distorting the monomers within the cluster toward the
S1 equilibrium structure of pentacene or tetracene significantly
minimizes excitation energy errors to ≤0.1 eV. The application
of optimal tuning to the cluster directly instead of onto
monomers plays a pivotal role in the entire process, effectively
preventing the CT states from being excessively high in energy.
Additionally, the incorporation of vibrational effects is crucial,
as their omission results in the absence of higher peaks in the
case of pentacene and the second band in the case of tetracene.
For α-perylene, excellent agreement with the first two

prominent, low-lying peaks in the experimental spectrum is
obtained when employing the three-dimensional cluster,
denoted as 3D-α-perylene, comprising an inner dimer and its
immediate neighbors. As expected, the lowest exciton localizes
on the inner dimer, but its corresponding intensity vanishes.
The dominant bands result from excitons being delocalized
over the neighbors of the inner dimer. This indicates that for
α-perylene, the generated excitons exhibit a three-dimensional
structure, whereas those formed in tetracene and pentacene
remain two-dimensional within one layer of the crystal. This
difference is likely due to weaker coupling between the dimers
within α-perylene in comparison to the monomers forming the
pentacene or tetracene solid states. The remaining deviations
between the computed and measured spectra of α-perylene are
likely attributed to our initial focus on electronic effects, with
the neglect of vibrational effects as a primary contributing
factor.
Our investigations underscore the suitability of cluster-based

approaches for simulating total and polarization-resolved
absorption spectra, provided that the energetic positions of
the CT states are accurately described and that the chosen
clusters reflect the shapes of the generated excitons. Our novel
cluster approach, accompanied by the devised selection rules
for appropriately sized clusters, exemplifies how a judicious
blend of chemical intuition can substantially reduce computa-
tional costs while yielding chemically meaningful and nearly
quantitative results.
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■ ADDITIONAL NOTE
aUsing the LUMO of the neutral system or the SOMO of the
anion in the tuning procedure results in opposite trends for the
optimal ω when using SCF or DH energies for ωB2PLYP. For
RSX-QIDH, the trends reverse in an opposite fashion when
using different frontier orbitals within one set of energies (DH
or SCF).
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