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•Day/night: circadian rhythms, 24h period

•Summer/Winter: annual life cycles

•Fireflies (a few seconds)

•Cell cycle (20min to 2 days)

•Systems continue to oscillate even if cues are taken away

•harbor an intrinsic oscillator with approximately the same 
frequency as the external cues

Further reading: Novak, Tyson, Nat. Rev. Mol. Cell Bio., 9, 2008
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4Yoshida & Pellman EMBO reports (2008) 9, 39 - 41

• Microscopically very complicated

• roughly 15% of all genes are coupled to 
the cell cycle

• microscopic model:
http://mpf.biol.vt.edu/research/
budding_yeast_model/pp/index.php

http://mpf.biol.vt.edu/research/budding_yeast_model/pp/index.php
http://mpf.biol.vt.edu/research/budding_yeast_model/pp/index.php
http://mpf.biol.vt.edu/research/budding_yeast_model/pp/index.php
http://mpf.biol.vt.edu/research/budding_yeast_model/pp/index.php
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HERE:

Generic features of oscillators

K Chen et al, 2004. http://mpf.biol.vt.edu/research/budding_yeast_model/pp/index.php

http://mpf.biol.vt.edu/research/budding_yeast_model/pp/index.php
http://mpf.biol.vt.edu/research/budding_yeast_model/pp/index.php
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daughter period and considerably slower than the natural mother
period. The pedigree could be conveniently separated into two
different kinds of trajectories: successive divisions of daughters
(D3 D) or mothers (M3M), respectively blue and red cells on
Fig. 2A. Fig. 2B shows typical sequences of cell divisions
obtained when following successive daughters or mothers for
several generations.

To visualize the degree of locking, we make use of a ‘‘return
map,’’ in which the time from pulse to budding in one cycle tn is
compared with the time from pulse to budding in the succeeding
cycle tn ! 1, in either a D3 D series or an M3M series, see Fig.
2A. It should be intuitively obvious that if the cycle is locked, then
tn and tn ! 1 will have the same value (‘‘fixed point’’); further, this
value should correspond to the time required for the pulse of
exogenously controlled CLN2 to induce budding. Conversely, if no
locking occurs (as in the trivial control case of cln3 cells lacking
MET-CLN2), then tn and tn ! 1 should have no fixed relation for an
asynchronous culture, because the pulse will arrive at random times
relative to subsequent budding. It is less obvious but still a simple
consequence of the system that in the absence of locking, if the
pulsing frequency is approximately the same as the natural fre-
quency, then the plot of tn vs. tn ! 1 for a population of cells should
be distributed along the diagonal (with variation off the diagonal
due to measurement error or intrinsic cell cycle variability). If the
pulsing frequency is slower than the natural frequency, the plotted
tn vs. tn ! 1 for individual cells should be on a line parallel to but
below the diagonal of equality; if the pulsing frequency is faster,
then tn vs. tn ! 1 should plot on a line above the diagonal.

When plotting cln3 MET3-CLN2 data (far left in Fig. 2C) for
forced successive daughters, the vast majority of the points clustered
in a small region of the map close to the diagonal, implying locking
("300–400 events per map). For mothers, some points lie in the
same area as daughters, but many others were spread below the
diagonal of equality. This comes from the fact that mothers are
former daughters that budded in phase with the pulse. It takes them
a couple of generations to eventually run ahead of the force (points
below the diagonal) and add a period. For the control cln3 cells,
successive daughters approximately spread all along the diagonal,
indicating that their division period was close to the forcing period
but there was no control on the phase and no locking. Control
mother cells, as expected, divided significantly faster than the
pulsing period, and occupy a uniform band below the diagonal.

Typical trajectories of successive daughter or mother cells for
several generations (represented as white lines with arrows on Fig.
2C) emphasize the fact that steady locking is only observed with
cln3 MET3-CLN2 successive daughters (the line stays in the fixed
point area). This results in synchronous divisions of successive
daughters across the cell colony, which is obvious in the pedigree
(see Fig. 2B). However, cln3 MET3-CLN2 mothers escape the fixed
point by running faster than the pulses.

How does the locking affect the dynamics of the cell cycle and the
physiology of the cell? To answer this question, we compared the
size of the cells (using pixel area covered by the cell profile by our
automatic cell segmenter) at division and subsequent budding of
the cln3 MET3-CLN2 cells vs. the cln3 cells, with a forcing period
of ! # 90 min. Both mothers and daughters were slightly smaller
when locked than control cells, the effect being more pronounced
for daughters (mean area at division # 550 $ 5 pixels for locked
daughters vs. 600 $ 5 pixels for control daughters) (Fig. S2a). Cell
cycle timings were also affected by phase locking: locked daughters
had a shorter division time (mean division time is 89 min for locked
daughters vs. 94 min for control daughters), whereas mother
division time was slightly increased (Fig. S2b). This difference
originates from a moderate decrease in daughter G1 duration under
forcing conditions as compared with the control cln3 cells (respec-
tively 31.5 min vs. 36 min, see Fig. S2b). Interestingly however,
variability in this interval underwent a significant decrease for
daughters cells upon forcing as opposed to control cells (the
coefficient of variations (CV) were respectively 0.37 in forced cells
vs. 0.52 in control), in such a way that G1 noise for forced daughters
cells became comparable to mother cells (CV # 0.37, see Fig. S2b).

Because the G1 unbudded period is the time in the cell cycle when
size control is exerted, while in the locked cells, timing of budding
appears instead to be under control of the externally induced CLN2
pulse, we wanted to examine size control in the locked cells.
Following the methodology introduced in ref. 9, we plotted the
duration of the G1 period (multiplied by the growth rate ") as a
function of the size of the cell at division division (i.e., its size at
birth, the beginning of G1). If exponentially growing cells tightly
control their size upon budding, then a semilog plot should give a
slope close to %1 (as opposed to a slope of 0 in case of no size
control indicating G1 duration is independent on cell size) (9).
Indeed, control cln3 daughter cells displayed a significant G1 size
control, whereas mothers did not (Fig. S2c). In contrast, locked cln3
MET3-CLN2 daughters had minimal G1 size control. A similar plot
can be constructed to look for size control in the budded period.
Although no size control in the budded period was observed in
control cln3 cells, it was very evident in forced cln3 MET3-CLN2
cells (! # 90 min) examined under identical conditions. This will be
discussed further below in the context of our mathematical model.

What is the range of periods of MET3-CLN2 pulsing over which
the daughter cell cycle can be entrained? To answer this question,
we repeated above experiments varying this period ! from 61 to 99
min (see Fig. 3A for data at 69, 78, and 90 min). The data were
markedly noisy, so we operationally quantified the extent of phase
locking by marking an interval 31.5 $ 10.5 on both axis of the return

Fig. 2. Phase locked trajectories and return maps. (A) Schematic of how data
are collected to follow a single mother cell or successive daughters relative to
the periodic forcing for several generations. The gray bar indicates the cyclin
pulses. (B) Budded (orange) and unbudded (black) intervals for the multigen-
eration data for the indicated genotypes for mothers (M) and successive
daughters (D) and a forcing period of ! # 90 min. The open bars show the cyclin
pulses. (C) Scatter plots or putative return maps (see text) of successive
intervals tn as defined in A for the data in B. The number of data points in each
bin is displayed with a color histogram. Successive values for a typical cell are
shown as white trajectories.

6634 ! www.pnas.org"cgi"doi"10.1073"pnas.0809227106 Charvin et al.

• Mothers and daughters have different sizes

• At budding, daughters are smaller than mothers

• Daughters take longer to bud than mothers

• Cells protein content grows exponentially

The number of molecules involved is small
noisy oscillations
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size at birth, and the slope of the linear fit of the plot of aTG1 against
ln(Mbirth) will be 0. By contrast, if G1 is controlled by a sizer, all cells
will bud at the same size Mbud, independent of their size at birth,
implying that the slope of the linear fit of aTG1 against ln(Mbirth) will
be –1 (ref. 27).

For the following analysis, rigorous statistical testing of fits is
described in the Supplementary Information.

ScaledG1 duration inmother cells is essentially independent of cell
size (slope< –0.1), showing that mother G1 is controlled by a timer
(Fig. 2d, Supplementary Fig. 9). Daughters, by contrast, show
stronger size control (slope< –0.4). Binning the daughter data
(Fig. 2e inset) suggested decomposition into two segments, one for
small newborn daughters (,67% of the average budding size), in
which an efficient sizer was deduced (slope< –0.7), and a second
segment for larger-born daughters, which showedmuch less depend-
ence on cell size (slope< –0.3; Fig. 2e). Statistical confidence in this
decomposition was limited by the small number of very small daugh-
ters obtained; therefore, we employed the genetic method described
in ref. 17 to make unusually small wild-type daughter cells by tran-
sient expression of conditional MET3–CLN2 (see Supplementary
Information). Inclusion of these data (Fig. 2f) provided strong stat-
istical support for the two-slopemodel (linear fit:P, 0.05; two-slope
fit: P. 0.7).
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Figure 1 | Noise in G1 duration is reduced by increased ploidy or increased
G1 cyclin gene dosage. a, Composite phase contrast, Myo1–GFP and
ACT1pr–DsRed images for haploid cells. b, Illustration of measured
intervals. c–l, Frequency histograms (n5 87–202) of the duration of G1 for
wild-type (WT) haploid (c, h), diploid (d, i) and tetraploid (e, j), haploid
63CLN3 (f, k), and haploid 63CLN2 (g, l), daughters (c, d, e, f, g) and
mothers (h, i, j, k, l). Insets:mean and coefficient of variation (CV: s.d./mean,
a standardized noise measure).
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Figure 2 | The correlation between cell size and G1 duration shows that a
noisy size control operates in daughters. a, Logarithm of total DsRed
fluorescence (M) per cell in a single representative cell from birth to
cytokinesis. Doubling time is ln(2)/a, where a is the slope of the linear fit.
b, Haploid cell doubling time distribution. c, Total DsRed fluorescence in an
entire colony over time. d, e, Correlation between aTG1 (growth-rate-
standardized time in G1) and ln(M) for haploid mothers (d) and daughters
(e) at birth (ln(Mbirth)). Insets, binned data. f, Data from e (solid blue dots),
supplemented with data from unusually small wild-type haploid daughters
(open green circles), generated using essentially the method of ref. 17. For
statistical analysis and estimated slopes, see Supplementary Information.
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2-fold or 4-fold gene doses reduce stochasticity

size at birth, and the slope of the linear fit of the plot of aTG1 against
ln(Mbirth) will be 0. By contrast, if G1 is controlled by a sizer, all cells
will bud at the same size Mbud, independent of their size at birth,
implying that the slope of the linear fit of aTG1 against ln(Mbirth) will
be –1 (ref. 27).

For the following analysis, rigorous statistical testing of fits is
described in the Supplementary Information.

ScaledG1 duration inmother cells is essentially independent of cell
size (slope< –0.1), showing that mother G1 is controlled by a timer
(Fig. 2d, Supplementary Fig. 9). Daughters, by contrast, show
stronger size control (slope< –0.4). Binning the daughter data
(Fig. 2e inset) suggested decomposition into two segments, one for
small newborn daughters (,67% of the average budding size), in
which an efficient sizer was deduced (slope< –0.7), and a second
segment for larger-born daughters, which showedmuch less depend-
ence on cell size (slope< –0.3; Fig. 2e). Statistical confidence in this
decomposition was limited by the small number of very small daugh-
ters obtained; therefore, we employed the genetic method described
in ref. 17 to make unusually small wild-type daughter cells by tran-
sient expression of conditional MET3–CLN2 (see Supplementary
Information). Inclusion of these data (Fig. 2f) provided strong stat-
istical support for the two-slopemodel (linear fit:P, 0.05; two-slope
fit: P. 0.7).
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Figure 1 | Noise in G1 duration is reduced by increased ploidy or increased
G1 cyclin gene dosage. a, Composite phase contrast, Myo1–GFP and
ACT1pr–DsRed images for haploid cells. b, Illustration of measured
intervals. c–l, Frequency histograms (n5 87–202) of the duration of G1 for
wild-type (WT) haploid (c, h), diploid (d, i) and tetraploid (e, j), haploid
63CLN3 (f, k), and haploid 63CLN2 (g, l), daughters (c, d, e, f, g) and
mothers (h, i, j, k, l). Insets:mean and coefficient of variation (CV: s.d./mean,
a standardized noise measure).
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Figure 2 | The correlation between cell size and G1 duration shows that a
noisy size control operates in daughters. a, Logarithm of total DsRed
fluorescence (M) per cell in a single representative cell from birth to
cytokinesis. Doubling time is ln(2)/a, where a is the slope of the linear fit.
b, Haploid cell doubling time distribution. c, Total DsRed fluorescence in an
entire colony over time. d, e, Correlation between aTG1 (growth-rate-
standardized time in G1) and ln(M) for haploid mothers (d) and daughters
(e) at birth (ln(Mbirth)). Insets, binned data. f, Data from e (solid blue dots),
supplemented with data from unusually small wild-type haploid daughters
(open green circles), generated using essentially the method of ref. 17. For
statistical analysis and estimated slopes, see Supplementary Information.
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Small daughters need longer to grow 
to the right size before they can divide
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Cell cycle is heavily regulated, which many 
checkpoints that prevent progression 
(negative signals). 

• unclear whether the period is plastic and 
can be driven by an external signal

Results
In budding yeast, 3 G1 cyclins, Cln1, Cln2, and Cln3, promote the
transition from G1 to S and at least one is required for viability.
Cln3p functions primarily as an activator of transcription of the
redundant homologous gene pair encoding Cln1 and Cln2. After
initial activation by Cln3, Cln1 and Cln2 then drive their own
transcription via a positive feedback loop, trigger budding, and
indirectly control the onset of DNA replication (see Fig. 1A) (13,
14). Studies have shown that a short exogenous pulse of CLN2,
transcribed from the inducible MET3 promoter, can reliably trigger
the G1/S program in a strain where all endogenous G1 cyclins were
deleted (cln1 cln2 cln3) (12). The MET3 promoter is sharply
activated upon methionine depletion but is firmly repressed when
methionine was added back to the medium. Because the media can
be changed in 1 minute in our flow cell, and the lifetime of Cln2p
is 5–10 min (vs. a doubling time of 84 min) we can apply very
localized pulses of Cln2p. Furthermore, the G1 cyclins have no
known effect outside of G1, because complete removal of G1 cyclins
in cycling cultures allows ongoing post-G1 cell cycles to complete on
schedule, followed by quantitative G1 arrest after mitosis. It is also
important to note that the MET3-CLN2 construct has been cali-
brated to produce a level of transcription comparable to the
endogenous CLN2 promoter (12); therefore, we should avoid
overexpression artifacts in this work.

To amplify the regime where phase locking might occur, we
slightly modified the architecture of the G1/S transition network by
knocking out cln3 to down-regulate the endogenous signaling that
triggers the G1/S transition. CLN1 and CLN2 transcription still
activate and drive positive feedback in the absence of CLN3, but this
occurs with a substantial delay in both mother and daughter cells
(9, 15). Despite the longer G1 duration of cln3 mutant cells than that
in WT, cln3 mutant cells bud and divide normally and have the
same mass doubling time as WT cells (15, 16).

In an attempt to lock the cell cycle, we made periodic 20-min-long
pulses of exogenous CLN2 in dividing cln3 MET3-CLN2 cells (Fig.
1B). Asymmetric division causes new daughter cells to have a

division time that is intrinsically longer than mothers (respectively
94 min vs. 71 min in our apparatus), primarily because of the smaller
birth size of daughters and a size control mechanism that delays
budding in small cells (Fig. 1A) (9). Following previous theoretical
work on cell cycle phase locking (11), we tried to lock the daughters,
using a forcing period ! ! 78 min, that is smaller than their natural
division time.

Single cells were trapped in the microfluidic device previously
described, in which they could grow for "8–10 generations while
remaining perfectly flat (see image sequence in Fig. 1C) (12). Using
semiautomated annotation software, we could retrieve cell con-
tours from phase contrast images and budding and division timings
using the fluorescent CDC10-YFP budneck marker (see Fig. 1C)
(12, 15). Strikingly, forced cells (both mothers and daughters)
exhibited a high level of synchrony in phase with the externally
controlled CLN2 pulses, budding "30 min after the pulse start in
each cycle. A quantitative measure of this synchrony is the budding
index (the fraction of budded cells in the colony) of these cln3
MET3-CLN2 cells, which displayed strong sustained oscillations
(Fig. 1D Upper and Movie S1) with a period and phase matching
that of the pulse (shaded area in Fig. 1D). Control cln3 cells lacking
MET3-CLN2 (Fig. 1D Lower and Movie S2) did not display a
collective oscillation, indicating that the effect was specifically
because of MET3-CLN2 induction. Visual inspection of the colony
pedigree tree further supported the idea that forced cln3 MET3-
CLN2 cells but not control cln3 cells divided synchronously and in
phase with the external pulse (Fig. 1E). Interestingly, the same
experiment procedure carried out with MET3-CLN2 CLN3# cells
displayed a much lower level of synchrony (see Fig. S1), probably
because the endogenous CLN3 activates CLN1,2 before the exter-
nal pulse arrives when ! ! 78 min.

Observing collective oscillations across the whole colony was
surprising because it implied that mother cells, despite their natural
fast 71-min division time, slowed down their cycle to match the
period of the external pulse. To analyze this further, we conducted
the same experiment with ! ! 90 min, which is close to the natural

Fig. 1. Inducing synchrony in a population of cells. (A) Principle of the phase locking experiment. During the yeast cell-cycle, the formation of the bud is
triggered by the activation of the G1 cyclins CLN1 and CLN2. Daughter cells (D) have an increased unbudded period compared with mother cells (M), because
their size at division is smaller. Inducing an externally controlled pulse of CLN2 (CLN2 driven by the MET3 promoter) artificially triggers budding. (B) Principle
of the forcing. A 20-min pulse (repeat period !) of CLN2 was achieved by transiently activating the MET3 promoter in a flow cell. (C) Sequence of images obtained
during a time lapse assay under forcing conditions (period of forcing ! ! 78 min) in the microfluidic device, showing an overlay of phase and YFP fluorescence
signal from the CDC10-YFP protein that stains the bud neck of budded cells. Each row of 3 images advances by 1 pulse period. (Scale bar: 5 "m.) (D) Budding
index of growing colonies as a function time for locked (cln3 MET3-CLN2) and control cells (cln3). Each solid colored line represents an independent colony. The
gray areas indicate the position of the pulse. (E) Pedigree tree of a growing colony of locked (black/orange) and control cells (black/red). The black segment
represents the unbudded period of the cell whereas the colored one is the budded period. Gray stripes show the position of the pulse.

Charvin et al. PNAS ! April 21, 2009 ! vol. 106 ! no. 16 ! 6633
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map of the pulse to bud interval (Fig. 3A). Cells within the square
are defined as ‘‘locked’’; ‘‘fast’’ cells have an abscissa within the
marked interval and an ordinate below; slow cells lie above the
square. The interval 31.5 ! 10.5 was chosen to match the measured
time interval between the onset of the cyclin pulse and budding in
the triple cyclin mutant cln1,2,3 (12). This method is sensitive
because it requires tn (pulse-to-budding in the first cell cycle) to be
potentially consistent with phase locking, and then examines tn " 1,
the behavior of the very next cycle of the same series (whether D
3D or M3M). This restricts attention to the cells most likely to
exhibit some degree of locking. Using this method, we found that
92% of daughters were locked vs. 43% for the mothers at ! # 90
min. Conversely, the fraction of slow and fast cells was respectively
5% and 3% in daughters (respectively 3% and 54% in mothers).
Interestingly, the behavior of slow and fast cells was well correlated
to their area, as can be shown on the histograms in Fig. 3B: The fast
cells tend to be larger than the locked ones, and the slow cells smaller.
This is consistent with the idea that endogenous activation of the
budding program (independent of the forcing) depends on cell size
control, resulting in cells escaping the control of the forcing stimulus.

Because the forcing period is varied, the fraction of locked, slow,
and fast cells changed. At ! # 78 min, the fraction of fast mothers
dropped dramatically, whereas the fraction of slow cells in daugh-
ters was still quite low (Fig. 3B). At ! # 69 min, most of the mothers
were locked, but many of the daughters were slow. Thus, varying the
period lets us determine the range at which cells could be locked.
At ! # 78 min, the fraction of locked cells was high in both mothers
and daughters and in conformity with Fig. 1 D and E, we would say
both types of cells are synchronous.

To get a closer look at the cell cycle dynamics, we plotted the
evolution of cell size as a function of time for a chain of successive
mothers or daughters. At ! # 90 min (Fig. 3C), a typical recording

confirms that successive mothers (black/orange segments) went
significantly faster than the pulsing period (indicated as empty black
bars) and their size increased at each cycle. However, the daughter
chain was clearly locked and size at division was steady. At ! # 78
min, mothers were locked in phase (but their size increased, Fig. 3C
Middle), and occasional mothers added a cycle. At ! # 78 min,
daughters were locked for the first couple of divisions. However, by
the 3rd cycle the cell was small and size control during the budded
period forced the cell to miss 1 cycle of the force before catching up
and budding again (‘‘late division’’ mark on Fig. 3C). In such cases,
the daughter size decreases while its timing is locked to the forcing
stimulus but resets during the long G1 period that follows when the
Cln2 pulse is ‘‘skipped’’ or ‘‘ignored’’ because it occurs at an
unresponsive phase of the cell cycle.

The return map obscures this type of event, because we are
plotting successive times for all cells (rather than 1 cell for several
generations), but it does allow the conclusion that on average
daughters slip behind the force whereas mothers skip ahead at ! #
78 min. (Another way of assessing locking in the 78-min data are
shown in Fig. S3 and discussed below.)

To summarize all of the forcing experiments with ! ranging from
61 min to 99 min, we plotted the fraction of locked cells as a function
of the forcing period, as defined from the return maps (Fig. 3D).
Mother and daughter have different locking intervals, but they
seem to overlap at ! # 78 minutes, resulting in a high synchrony
across the cell population. Fig. 3E displays the average size at
budding of mothers and daughters as a function of the forcing
period. In the regime where daughters lock, their average mass at
budding (as well as the mother mass) was an increasing function of
the forcing period. However, when the forcing period is reduced
below the locked regime and cells desynchronize, cell size increases
to that of the unforced cells. This unintuitive dependence of cell size

Fig. 3. Range of forcing periods. (A and B) Return maps (A) and histogram of cell area at budding (B) for successive daughter and successive mother cells forced
at the indicated period. The return map is the same as in Fig. 2. The white lines delimitates the locked cells (inside the white square) from the slow cells (above)
and cells that are running faster than the pulse (below). The size and position of this square is justified in the text. The histograms show the size at budding for
locked (empty black bars), slow (solid red bars) and fast (solid blue bars) cells. (C) Examples of temporal trajectories showing the area of single cells as a function
of time at different forcing periods. The black/orange traces represent successive mothers, distinguishing the unbudded (black) and budded (orange) stages of
the cycle. The blue/red traces represent successive daughters with unbudded (blue) and budded (red) stages. (D) Fraction of locked mother (red curve) and
daughter cells (blue curve) and the different locking periods. (E) Mean cell area at budding as a function of forcing period for daughters (blue symbols) and
mothers (red symbols). (F) Mean colony cell doubling-time as a function of locking period. The dashed line indicates the doubling-time of unforced cells (84 min).
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Fig. S1. Comparing locking experiments for cln3 MET3-CLN2 (Left) versus MET3-CLN2 (Right). (Upper) pedigree trees of cells growing in the presence of CLN2
pulses at ! ! 78 min. (Lower) Budding index as a function of time, as described in Fig. 1.

Charvin et al. www.pnas.org/cgi/content/short/0809227106 1 of 9



Dynamics	
  of	
  cell	
  volume	
  over	
  (me

12

Fig. S3. Area and timings for successive (chains of) mother (Upper) and daughter (Lower) cells comparing unforced cln3 cells with locked cln3 MET3-CLN2 (! !
78 min). The symbol key for each column of graphs is provided on the daughter graphs only. The first point (generation ! 1) refers to just divided daughter cells
(or equivalently ‘‘virgin’’ mothers) in all graphs. The dashed line at 800 pixels is the typical size required for budding.
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Mothers increase in size

Fig. S3. Area and timings for successive (chains of) mother (Upper) and daughter (Lower) cells comparing unforced cln3 cells with locked cln3 MET3-CLN2 (! !
78 min). The symbol key for each column of graphs is provided on the daughter graphs only. The first point (generation ! 1) refers to just divided daughter cells
(or equivalently ‘‘virgin’’ mothers) in all graphs. The dashed line at 800 pixels is the typical size required for budding.
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Daughter size is constant


