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We discuss the phase behavior and in particular crystallization of a model

globular protein (beta-lactoglobulin) in solution in the presence of multivalent

electrolytes. It has been shown previously that negatively charged globular

proteins at neutral pH in the presence of multivalent counterions undergo a

‘‘re-entrant condensation (RC)’’ phase behavior (Zhang et al., Phys. Rev. Lett.,

2008, 101, 148101), i.e. a phase-separated regime occurs in between two critical

salt concentrations, c* < c**, giving a metastable liquid–liquid phase separation

(LLPS). Crystallization from the condensed regime has been observed to follow

different mechanisms. Near c*, crystals grow following a classic nucleation and

growth mechanism; near c**, the crystallization follows a two-step crystallization

mechanism, i.e, crystal growth follows a metastable LLPS. In this paper, we focus

on the two-step crystal growth near c**. SAXS measurements indicate that

proteins form clusters in this regime and the cluster size increases approaching

c**. Upon lowering the temperature, in situ SAXS studies indicate that the

clusters can directly form both a dense liquid phase and protein crystals. During

the crystal growth, the metastable dense liquid phase is dissolved. Based on our

observations, we discuss a nucleation mechanism starting from clusters in the

dilute phase from a metastable LLPS. These protein clusters behave as the

building blocks for nucleation, while the dense phase acts as a reservoir ensuring

constant protein concentration in the dilute phase during crystal growth.
Introduction

Crystallization plays a decisive role in many processes in nature and industry. For
example, the pharmaceutical industry requires production of the desired crystal
form of the drug molecules which is important for their biofunction and stability.1

However, it has long been known that the unique features of crystallization,
including crystal lattice and polymorphism, particle size, and its distribution, are
defined in the nucleation stage. In spite of the huge efforts over the last decades,
our understanding of the early stage of crystallization is still limited. A breakthrough
over the last decade has revealed new insight into this step: studies have shown that
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in colloid and protein solutions, the attractive potential is short-ranged as compared
to their size, which is crucial for their phase behavior, and a ‘‘two-step’’ mechanism
has been proposed to explain the crystallization behavior in these systems under suit-
able conditions, i.e. nucleation events follow a metastable liquid–liquid phase sepa-
ration (LLPS).1–3

In the region of LLPS, however, colloidal systems with spherical isotropic short-
range potential will become a gel or arrested phase instead of a dense liquid phase. In
other words, the gelation line coincides with the phase separation boundary.4

Proteins, which differ from conventional colloids by having a non-spherical shape
and inhomogeneous charge pattern, have shown liquid–liquid coexistence under
suitable conditions5–17 and gelation at higher volume fraction or lower tempera-
ture.18–21 Near LLPS, recent studies reveal the formation of dense protein clusters.
The formation and physical origin of clusters in colloidal and protein solutions
have attracted significant attention in soft matter studies during the last few years.
For instance, it is a crucial step for understanding the mineralization process.22

The cluster phenomenon is closely related to the interactions and phase behavior
of these systems. For example, counter-balanced interactions have been reported
to lead to equilibrium as well as transient clusters in concentrated protein solu-
tion.23–25 Recent studies have revealed another type of cluster phase existing in
concentrated protein solutions, such as lysozyme, hemoglobin, etc.26–28 The clusters
can be very big with 105 to 106 molecules. A theoretical model has been proposed to
explain the origin of such a long-living cluster phase.28

The consequence of the formation of protein clusters (transient or equilibrium)
and metastable LLPS is that it changes the kinetic pathway of crystal nucleation
significantly. There is increasing evidence that clusters, nanoscale amorphous precip-
itates, and other more complex precursors in the aqueous phase play an important
role in crystallization.22,29–31 Computer simulations by ten Wolde and Frenkel show
that far from the metastable LLPS critical point, the nucleation follows the classical
nucleation mechanism. However, when approaching the critical point, the critical
nucleus becomes highly disordered, liquid-like droplets which further follow a struc-
tural change to eventually become crystalline.32 This finding inspires a two-step
model, i.e. nucleation occurs within the dense liquid phase, which corresponds to
the separation of order parameters (density and structure) during crystallization.
It applies not only to proteins and colloidal systems, but also to small molecular
systems.33,34 However, the role of the protein cluster as well as the dense liquid phase
during nucleation and protein crystallization is still not entirely clear.3

We have recently studied the phase behavior of globular proteins in solution in the
presence of multivalent metal ions. It has been shown that solutions of negatively
charged globular proteins at neutral pH in the presence of multivalent counterions
undergo a ‘‘re-entrant condensation (RC)’’ phase behavior,16,17,35–37 i.e. a phase-sepa-
rated regime occurs in between two critical salt concentrations, c* < c**, including
a metastable liquid–liquid phase separation (LLPS).17 Crystallization from the
condensed regime follows different mechanisms. Near c*, crystals grow following
a classic nucleation and growth mechanism; near c**, the crystallization occurs
from phase-separated protein solutions, indicating a two-step mechanism, i.e. crystal
growth follows a metastable LLPS.16

In this work, we aim to achieve new insights into the role of LLPS and clustering
in protein crystallization by presenting a study of the structural evolution during
a two-step process. The questions we are interested in are the following: (1) what
is the structure of proteins in solution near c**? Are they still in their dimeric state
or forming clusters? (2) If clusters are formed, how do the size and structure of the
protein clusters depend on the location in the phase diagram? (3) Can the nuclei of
crystals be formed via cluster–cluster aggregation? (4) What is the relationship
between clusters and the LLPS? With these questions in mind, we have performed
systematic SAXS measurements on a series of solutions, and the crystal growth
has been followed using in situ measurements as a function of temperature.
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Experimental

Materials

Globular b-lactoglobulin (BLG) from bovine milk (L3908) and yttrium chloride
(YCl3) were purchased from Sigma-Aldrich. Solutions were prepared by mixing
stock solutions of BLG (67 mg ml�1) and YCl3 (100 mM). The phase diagram
(protein concentration cp vs. salt concentration cs) was determined at room temper-
ature (�22 �C) by monitoring the optical transmission of a series of protein solutions
containing different salt concentrations.35 The cp values were determined by UV
absorption using an extinction coefficient of 0.96 ml mg�1 at a wavelength of
278 nm.38 Note that the presence of high concentration of buffer (such as HEPES
and Tris buffer) can affect the phase behavior and the solubility of yttrium salts.
However, with lower buffer concentration (about 5 mM), the effect on the solubility
of yttrium salts is negligible. To avoid the effect of other ions, no buffer was used in
this work for sample preparation except for specific reference data set in Fig. 2.16
Small-angle X-ray scattering (SAXS) measurements

The SAXS measurements were performed at the ESRF (Grenoble, France) on the
beamline ID02 with a sample-to-detector distance of 2 m or a combination of
0.85 and 5 m in order to cover a larger q range of 0.04 to 7.8 nm�1.39 The data
were collected by a high sensitivity fiber-optic coupled CCD (FReLoN) detector
placed in an evacuated flight tube. The protein solutions were loaded using
a flow-through capillary cell (diameter �2 mm; wall thickness �10 mm). No varia-
tion that would indicate radiation damage of SAXS profiles was observed
comparing successive short exposures of cumulated time up to 3 s. For the temper-
ature scan, each temperature was held for 15 min to allow equilibration. The incident
and transmitted beam intensities were simultaneously recorded for each SAXS
pattern with an exposure of 0.3 s. The 2D data were normalized to an absolute scale
and azimuthally averaged to obtain the intensity profiles, and the solvent back-
ground was subtracted. For more detailed information on data reduction and
q-resolution calibration, see ref. 40.
Results and discussions

Phase behavior of protein solutions in the presence of multivalent counterions

We first briefly summarize the phase diagram of BLG (cp) as a function of the YCl3
concentration (cs) at room temperature (Fig. 1) with an extended range of cp. This
diagram provides a guide for optimizing the conditions for protein crystallization.
For a given protein concentration cp, an increase of the salt concentration cs above
a certain threshold (c*) results in the protein solution becoming turbid and entering
a two-phase state. When cs is increased further (above c**), the protein solution
turns clear again. Thus, the two salt concentrations c* and c** divide the phase
diagram into three regimes (Fig. 1). Regimes I and III contain clear protein solution,
whereas the protein condenses (or aggregates) in Regime II. The addition of YCl3
leads to a charge inversion on the protein surface, which has been proved using
zeta potential measurements.16,37 The experimental observations on the crystal
growth from different regions indicate different growth mechanisms:16 near c*,
crystal growth follows the classical nucleation theory, i.e. nucleation occurs from
homogeneous supersaturated solutions. Near c**, the solution has a transition
temperature, Th. Below Th, a metastable LLPS occurs before crystallization, appar-
ently resembling the so-called ‘‘two-step’’ nucleation mechanism. In the remaining
part of paper, we will focus on the structure of protein clusters and crystallization
in Regime III.
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Fig. 1 Extended phase diagram of protein BLG as a function of protein (cp) and salt, YCl3
(cs).

16 (a) Phase diagram at room temperature (22 �C). Solid symbols present the sample solu-
tions at different regimes (see text). Small open symbols present the samples solutions where
crystallization was observed at 4 �C. The small arrows in Regime III indicate the samples
measured by SAXS.
Protein clusters and their structure in Regime III studied by SAXS

We now examine the solution structure of proteins in Regime III using SAXS. By
fixing the salt concentration and varying the protein concentration, we approach
the phase transition boundary, c**. The selected solutions are shown in Fig. 1 as
indicated by vertical arrows. The additional sample with higher protein concentra-
tion (67.0 mg mL�1) with 15 mM YCl3 near c** is chosen for a temperature depen-
dent measurement. Fig. 2 shows a series of SAXS profiles of BLG in solution with
10 mM YCl3 and different protein concentrations. The scattering curves have been
scaled by their protein concentrations in terms of the absolute intensity.
Fig. 2 SAXS profiles of BLG solutions with YCl3 in the re-entrant regime. For a given value
of cs, a clear transition from dimer to cluster was observed with increasing protein concentra-
tion. For comparison, the SAXS curve of BLG in HEPES buffer is also shown, which can be
well described by a dimer using the crystal structure (PDB code of 1BEB). Inset shows the
expanding of the region with the arrow.
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For comparison, a SAXS profile for BLG in 20 mM HEPES buffer is also plotted.
These data were collected at two sample-to-detector distances (0.85 and 5 m)
covering a large q range from 0.03 to 7.8 nm�1. Two scattering minima are clearly
visible at q ¼ 2.2 and 4.2 nm�1, respectively. In HEPES buffer (pH 7.0), BLG is dis-
solved as dimers,41–43 which is further confirmed by fitting the SAXS data using
CRYSOL44 with its crystal structure (PDB code 1BEB). The radius of gyration,
Rg, of the BLG dimer obtained by the fitting procedure is 2.33 nm, which is in
good agreement with those reported in the literature.45 For solutions with 10 mM
YCl3 and increasing BLG concentration, the scattering curves change smoothly.
At 3.4 mg mL�1 protein, well below the phase boundary, the scattering intensity
in the low q region (q < 0.5 nm�1) is higher as compared to the dimeric state, whereas
in the intermediate q region (0.5 nm�1 < q < 1.4 nm�1), the scattering intensity is
lower. With increasing the protein concentration, this trend becomes more signifi-
cant and two crossing points are observed at q ¼ 0.5 and 1.4 nm�1, respectively.
With 26.8 mg mL�1 protein, a kink is well-developed in the q region between the
crossing points, indicating the formation of clusters. Basic structural parameters
of these clusters, such as Rg, and the normalized forward intensity, I(0), are obtained
from a Guinier analysis.46 As shown in Table 1, Rg increases when approaching the
phase boundary. I(0) is related to the molecular weight of the cluster, which can be
used to estimate the number of dimers within the clusters. Simply dividing the
normalized I(0) by 0.0248 (the value obtained from the form factor), the numbers
are estimated as 1.3, 1.7, 2.7, 4.5, respectively. These results are listed in Table 1.
A new maximum appears at q ¼ 2.2 nm�1 for cp > 20 mg mL�1 as indicated by
the arrow in Fig. 2 (expanded in the figure). This maximum, which corresponds to
a center-to-center distance of d ¼ 2p/q ¼ 2.82 nm, is very close to the monomer–
monomer distance within a dimer (3.08 nm) (calculated from the crystal structure:
1BEB). Thus, the appearance of this peak is attributed to the nearest neighbour
correlation within clusters, indicating the liquid-like structure within the clusters.
The cluster phase observed in our system is due to the balance of electrostatic

repulsion and the attraction.47 We have demonstrated that in the re-entrant regime,
the effective surface charge of proteins is inverted from negative to positive, which
provides the long range repulsion.35,37 On the other hand, the bridging effect of
the yttrium cations provides the short range attraction. Although other interactions,
such as van der Waals attraction may also contribute to the overall attractive poten-
tial, we assume that the bridging effect dominates, which is consistent with the crys-
tallography study.16 Clustering for qualitatively comparable interactions has been
observed also for lysozyme and colloids in solution.25

Since the bridging effect seems to contribute anisotropic attractions, not only the
crystal structure, but also the structure of these clusters should reflect the anisotropic
interaction between the proteins being bridged by counterions. Indeed, the SAXS
profiles of the cluster phases can be reasonably fitted by typical cluster structures
created based on the crystal structure determined in our previous work
Table 1 Structural parameters obtained by Guinier analysis on the SAXS data

Sample I(0)/c/cm�1 Rg/nm

Number of dimer

in clustera

BLG 6.7 HEPES 0.0248 2.33 Monodisperse dimer

BLG 3.4 YCl3 10 mM 0.0321 3.08 1.3

BLG 6.7 YCl3 10 mM 0.0432 3.36 1.7

BLG 13.4 YCl3 10 mM 0.0663 3.67 2.7

BLG 27.0 YCl3 10 mM 0.1126 4.90 4.5

a These values are calculated by dividing I(0) by 0.0248, I(0) of the pure dimer solution.
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(PDB 3PH5)16 with 2, 3 and 4 dimers, as shown in Fig. 3. The clusters are created as
follows: we first choose one dimer from the lattice and set its center of mass to be the
origin. Then the positions of the other dimers within the clusters are chosen based on
the shortest center-to-center distance to the origin. The experimental SAXS profile
of BLG 13.4 mg mL�1 with 10 mM YCl3 is used to compare with these cluster struc-
tures using CRYSOL.44 The best fitting comes from the cluster with 3 dimers (consis-
tent with Table 1) which reproduces the Rg and I(0) quantitatively, and other
features of the SAXS profile qualitatively, such as the position of the kink, the
shoulder for dimer, the minimum and maximum from the form factor as indicated
by arrows in Fig. 3. Of course, this simple structural model of the cluster cannot
reproduce all the details since the size and structure of the clusters will have a distri-
bution. In spite of these difficulties, it is plausible to assume that the protein clusters
have a ‘‘pre-crystalline’’ structure (Fig. 3) similar to those created from the crystal
structure.
Having elaborated on the formation of small clusters with dimers as the principle

building blocks from Fig. 2 and 3, we now review the full hierarchic structure of
protein assembly in solution. Fig. 4 shows the SAXS profile of a sample close to the
phase boundary with BLG 67 mg mL�1 with 15 mMYCl3. A pronounced maximum
at q ¼ 2.2 nm�1 is clearly visible. As mentioned above, the scattering peak at
q¼ 2.2 nm�1 is attributed to the monomer–monomer (M–M) correlation within clus-
ters, which cannot be reproduced from the crystal structures in Fig. 3. The shoulder at
q � 1.8 nm�1 corresponds to the dimer scattering, and the shoulder at q � 0.3 nm�1

corresponds to the form factor of the protein cluster. The number of dimers within
the clusters is estimated to be around 3–4 for this sample since the intensities contin-
uously increase in the low q region and both the forward intensity and the radius of
gyration cannot be precisely determined by the Guinier analysis. The continuous
increase indicates that the clusters may further build up higher level structures with
a larger length scale, which makes the M–M correlation more significant.
Crystal growth followed by in situ SAXS

We now present the results of crystal growth directly from the cluster solution by an
in situ SAXS observation. Fig. 5 shows a series of SAXS profiles for BLG
Fig. 3 Experimental SAXS data of protein clusters compared to those created using the crystal
structure (PDB code of 3PH5). Only 10% of experimental data are plotted for clarity. The inset
shows the structure of protein clusters created by the crystal structure with 2, 3 and 4 dimers.
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Fig. 4 Structural hierarchy of BLG solutions in re-entrant regime revealed by SAXS. The
peak and shoulders in the SAXS curve at q equals q ¼ 2.2, 1.8 and 0.3 nm�1 correspond to
the monomer–monomer correlation, the form factor of a dimer, and the cluster, respectively.
67 mg mL�1 with YCl3 15 mM. The transition temperature, Th, is about 22
�C. At

25 �C (after preparation), the SAXS curve is the same as shown in Fig. 4. The sample
is firstly quenched to 10 �C, then heated up stepwise to 22 �C, and then cooled down
stepwise to 10 �C. The increment of heating and cooling is 1 �C and the time for
equilibration is 15 min. After quenching to 10 �C, the scattering intensity in the
low q region (region (1) in Fig. 5) increases as compared to that at 25 �C, indicating
the formation of larger clusters. The solution becomes turbid. In the meantime, the
M–M correlation peak (region (3) in Fig. 5) becomes weaker. In the intermediate q
region (region (2) in Fig. 5), where the scattering is mainly contributed by the form
factor of a dimer, no changes could be observed. The subsequent stepwise heating
Fig. 5 SAXS curves at different temperatures during cooling. Crystallization occurs below
25 �C. The intensity of the maximum at q ¼ 2.2 nm�1 decreases with lowering temperature,
and the low q intensity increases steadily. Bragg peaks appearing in the intermediate q range
have been indexed using the crystal structure (see text). The curves are shifted upward for
clarify. The inset shows the 2D scattering pattern at 10 �C.
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shows the inverse trend, i.e. with increasing temperature, the intensity in the low q
region decreases, and the M–M correlation peak becomes stronger. The solution
becomes clear again. This observation suggests that the formation of larger clusters
is a reversible process, which is consistent with our previous measurement on Th.

16

So far, no Bragg peaks could be observed. Upon further lowering the temperature,
one observes the following significant changes: (i) Bragg peaks appear, indicating the
crystallization of proteins, indicating that protein crystals can grow directly from the
clusters. The inset 2D pattern of the final state shows sharp circles indicating the
isotropic distribution of the orientation in the solution. We have recently determined
the structure of crystals grown under similar conditions in the phase diagram. All
crystals have an orthorhombic structure with space group P212121 and contain
one dimer in their asymmetric unit (PDB code 3PH5 and 3PH6), which can be
used to index the Bragg peaks in the SAXS profiles.16 For example, the first three
Bragg peaks at q ¼ 0.924 nm�1, q ¼ 1.348 nm�1 and q ¼ 1.571 nm�1 can be assigned
as (002), (012) and (100) of the crystal structure, respectively. This means that
although M–M correlation is visible in the cluster phase, the dimer represents the
building block of the crystals. (ii) In the low q region, the scattering intensity
increases with decreasing temperature, indicating the formation of larger objects,
i.e. clusters and crystals. (iii) No change is observed in region (2) except the appear-
ance of Bragg peaks. (iv) the M–M correlation peak at q ¼ 2.2 nm�1 continuously
decreases in intensity as the temperature decreases. The temperature dependence
of the M–M correlation peak may be related to the flexibility of the monomers
within the cluster.
The crystal growth of similar samples has been followed using an optical micro-

scope.16 It shows that after quenching the solution below Th, the solution becomes
turbid instantly. After some time (hours) the dense liquid phase appears, then crystal
growth appears to start from the dilute phase. Over time, the crystal growth
consumes the material and leads to the dissolution of the droplets. Our observations
of crystal growth in the presence of YCl3 suggest that the most common way is the
growth from the dilute phase directly leading to the coexistence of a dense liquid
phase and crystals. From the results of the SAXS measurements, we now know
that even in the dilute phase, proteins form clusters (Fig. 2, 3) and crystals grow
directly from such protein clusters (Fig. 5). These observations suggest that the
protein clusters undergo two competing pathways during cooling, i.e. either forming
a dense liquid phase or reordering into a crystal, which can modify the pathways of
crystal growth as to be discussed below.
Discussion

Pathway of the two-step crystallization

We first discuss the possible pathway of protein crystallization during a two-step
growth procedure, which leads to the discussion of the role of protein clusters and
a metastable LLPS. A two-step mechanism following a metastable LLPS suggests
that the nucleation occurs within the dense liquid phase instead of the dilute
phase.3,32,48 Because the surface free energy at the interface between the crystal
and the solution is significantly higher than at the interface between the crystal
and the dense liquid, the barrier for nucleation of crystals from the solution would
be much higher. This would lead to much slower nucleation of crystals directly from
the solution than inside the clusters. While indeed some experimental observations
are consistent with this prediction, e.g. for glucose isomerease and hemoglobin,10,49

other observations however, indicate that crystallization prefers to start in the dilute
phase.50 While this has often been attributed to the high viscosity or gelation of the
dense liquid phase, a clear understanding of their exact role is still missing.
In our system, we observe in addition to the metastable LLPS a non-negligible

effect of clustering. Although the mechanism of clustering observed here may not
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be the same as in the concentrated protein solutions,26–28 it can be assumed to play
a similar role on protein crystallization. The protein clusters observed show inter-
esting features with respect to crystallization, which make them suitable as building
blocks for crystal formation. Firstly, the clusters have a pre-crystalline structure,
since the cation binding sites represent specific interaction patches. These imprint
a favorable structure, as implied by the SAXS scattering curves of the clusters being
simulated well using the clusters created from the crystal structure. Secondly, clus-
ters seem to have an internal flexibility, as evidenced by the pronouncedM–M corre-
lation peak in larger clusters. This flexibility enables local reorientation within the
clusters, rendering the pre-crystalline structure of clusters to be an ideal building
block for crystallization, since the enthalpy cost of nucleation via local reorientation
is much lower than for a hypothetical nucleation directly from a dimer in solution.
Thirdly, the cluster size and its distribution vary throughout the phase diagram; in
particular, the clusters grow when the solution conditions approach the coexistence
region. Large pre-crystalline clusters can serve as the precursor (stabilized nuclei) for
further crystal growth, as recently observed in various systems.22,29–31

Inspired by our observations, we propose an alternative pathway of protein crys-
tallization in Fig. 6. The monodisperse dimeric proteins in solution form clusters
upon adding YCl3 due to the bridging effect of cations (Fig. 6a), as indicated by
SAXS measurements (Fig. 2). Upon lowering the temperature across the phase
boundary (below Th), LLPS takes place, leaving a dense phase and a dilute phase
with clusters (Fig. 6b). In solution, clusters can move freely and restructure them-
selves internally. Furthermore, clusters can assemble to larger clusters with a pre-
crystalline structure. As a next step, internal reorientation turns the clusters to stable
precursor nuclei (Fig. 6c). Because the dense liquid phase is metastable with respect
to the crystalline phase, the crystals grow and consume the protein molecules from
the dense liquid phase which dissolves and disappears (Fig. 6d). This pathway differs
from the previous view of the two-step mechanism involving a metastable LLPS by
the phases where nucleation starts. While the previous view predicts the crystals to
be nucleated within the dense liquid phase, our observations suggest that both
condensed phases can arise from the protein clusters in the protein-poor phase.
The role of clusters and dense liquid phase in protein crystallization

The possible pathway of protein crystallization discussed above (Fig. 6) leads to
a further discussion of the role of the protein clusters and the metastable dense liquid
phase during the two-step crystallization procedure. In our system, both the dense
liquid phase and crystals grow directly from the protein clusters (Fig. 6): we thus
speculate that while the protein clusters enhance the nucleation, the dense liquid
phase may play a role in optimizing the conditions for crystallization. Some clues
Fig. 6 Schematic illustration of the phase transitions (LLPS and crystallization) from protein
clusters (see text for details). (a) Upon addition of YCl3, protein clusters formed via ion
bridging. (b) Lowering temperature to T < Th and crossing the phase boundary, the clusters
first aggregate with a liquid-like structure. (c) After the induction time protein crystals grow
directly from the clusters. (d) With time increasing, while the crystals grow steadily, the dense
liquid phase dissolves and disappears.
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arising from the detailed studies on lysozyme in solution support this explanation:
Pan et al. have shown that the protein clusters exist between the solubility line
and the LLPS in the phase diagram,23 which coincides with the optimum conditions
for protein crystallization predicted using the second virial coefficient as predictor by
Vliegenthart and Lekkerkerker.51 Our observations from in situ SAXS (Fig. 5) indi-
cate that nucleation is possible from protein clusters, and microscope observations
indicate that crystals grow from the dilute solution instead of the dense liquid phase.
Employing this picture, the metastable LLPS occurs as a helpful side effect at these
thermodynamic conditions, since the LLPS indicates suitable interaction conditions
and ensures that the dilute protein solutions stay at a defined concentration.
Furthermore, the dense liquid phase potentially acts as a reservoir feeding the dilute
phase with protein molecules and thus stabilizing the thermodynamic conditions
during the ongoing crystal growth.

Connection of two-step crystallization to the phase diagram

In addition to the two-step nucleation mechanism,3,32,48 we have discussed an alter-
native pathway of two-step crystallization via cluster precursors. Considering the
complexity of protein phase behavior, we expect both to be relevant under suitable
conditions, which we discuss with the schematic phase diagram in Fig. 7. Vliegen-
thart and Lekkerkerker51 elaborated on earlier findings of George and Wilson52 to
provide a criterion for optimum crystallization conditions based on the reduced
second virial coefficient. Besides the metastable critical point enhancing nucleation
via critical density fluctuations,32 the identified optimum conditions in terms of the
reduced second virial coefficient correspond to a temperature window, i.e. both
the dilute and the dense phase (indicated with grey shading). Considering the lower
nucleation barrier in the dense phase, the optimum conditions for protein crystalli-
zation should be represented by the dense solution as predicted in the two-step nucle-
ation mechanism,3,32,48 although in practice, such condition often leads to poly-
crystallites instead of single crystals, which are needed for the crystallographic study.
Fig. 7 Schematic phase diagram of protein solutions. The region of clustering35 is marked in
green and the grey shaded area corresponds to the optimum condition for crystallization.46

Two-step nucleation mechanism predicts that protein solutions located within LLPS region
(red point) undergo a LLPS in the first step and then nucleation occurs within the dense liquid
phase (along pathway (1)). An alternative pathway proposed in this work follows pathway (2):
after LLPS, protein clusters in the dilute phase with the optimized thermodynamic conditions
for crystallization can initialize crystal growth with a reduced energy barrier. Note that the
exact conditions or the location of the gelation line will vary with the specific system.
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These conditions, however, are not necessarily accessible for all systems, since
arrested phase behaviour may render the high-concentration coexistent phase
a gel instead of an equilibrium solution.4,19–21,53 While for isotropic interaction
potentials, a metastable LLPS is generally arrested,4,20 anisotropic and patchy
spheres have been shown to phase separate completely into a metastable ‘‘gas’’
and ‘‘empty liquid’’ phase.21,53 At least for the arrested systems, however, protein
clusters in the dilute phase could step in as precursors, providing an alternative
(even dominate) way of crystallization. Interestingly, the cluster phase is expected
to overlap with the optimum crystallization conditions based on the second virial
coefficient. The proposed mechanism via cluster precursors could thus explain the
frequent observation of crystal growing in the dilute phase.
Finally, since there appear to be different views in the literature regarding the

terminology of the ‘‘two-step’’ crystallization process, we would like to comment
on the different scenarios. In protein solutions, depending on the position in the
phase diagram (labeled in Fig. 7 as a, b and c), at least three scenarios for the inter-
mediate state could be realized: (a) a transient density fluctuation or cluster near the
critical point or near the G–L binodal, this scenario is supported by simulations and
theoretical studies;32,54,55 (b) a metastable co-existence of liquid phases, which has
been observed in several protein systems;10,49 and (c) protein clusters as shown in
our system and other proteins in solution.27,28 In real protein solutions, these mech-
anisms might also occur at the same time, rendering a deeper understanding of
protein crystallization an interesting challenge for future research.

Conclusions and outlook

In summary, our SAXS study of the structure and crystallization from bovine
b-lactoglobulin (BLG) solutions in the presence of YCl3 leads to the following
conclusions. First, near the phase boundary, the balance between the bridging effect
of yttrium cations and effective charge inversion of proteins leads to the formation
of small protein clusters which have a pre-crystalline structure. Second, in situ SAXS
measurements on the crystallization together with previous observation by optical
microscopy indicate that these protein clusters can form both a dense liquid phase
and crystals. The crystals occur later compared to the dense liquid phase due to
the higher energy barrier of nucleation. This procedure leads to the competing coex-
istence of these two structures. Third, due to the metastable character of the dense
liquid phase, it re-dissolves during the ongoing crystal growth and disappears in
the post-crystal growth stage. The observed two-step crystal growth procedure
suggests that clusters play the main mechanistic role for nucleation, while LLPS
allows the system to access and stabilize suitable conditions.
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